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ABSTRACT

Engineering accreditation agencies and governmental educational bodies worldwide require programs to evaluate specific learning outcomes information for attainment of student learning and establish accountability. Ranking and accreditation have resulted in programs adopting shortcut approaches to collate cohort information with minimally acceptable rigor for Continuous Quality Improvement (CQI). With tens of thousands of engineering programs seeking accreditation, qualifying program evaluations that are based on reliable and accurate cohort outcomes is becoming increasingly complex and is high stakes. Manual data collection processes and vague performance criteria assimilate inaccurate or insufficient learning outcomes information that cannot be used for effective CQI. Additionally, due to COVID19 global pandemic, many accreditation bodies have cancelled onsite visits and either deferred or announced virtual audit visits for upcoming accreditation cycles. In this study, we examine a novel meta-framework to qualify state of the art digital Integrated Quality Management Systems for three engineering programs seeking accreditation. The digital quality systems utilize authentic OBE frameworks and assessment methodology to automate collection, evaluation and reporting of precision CQI data. A novel Remote Evaluator Module that enables successful virtual ABET accreditation audits is presented. A theory based mixed methods approach is applied for evaluations. Detailed results and discussions show how various phases of the meta-framework help to qualify the context, construct, causal links, processes, technology, data collection and outcomes of comprehensive CQI efforts. Key stakeholders such as accreditation agencies and universities can adopt this multi-dimensional approach for employing a holistic meta-framework to achieve accurate and credible remote accreditation of engineering programs.

INDEX TERMS OBE, ABET, Outcomes, Assessment, Performance Indicators, Program evaluation, Continuous Quality Improvement (CQI)
I. INTRODUCTION

Outcome Based Education (OBE) is an educational theory that bases every component of an educational system on essential outcomes. At the conclusion of the educational experience, every student should have achieved the essential or culminating outcomes. Classes, learning activities, assessments, evaluations, feedback, and advising should all help students attain the targeted outcomes [1,2,3,4,5,6,7,68]. OBE models have been adopted in educational systems at many levels around the world [8,9]. A list of current signatories of the Washington Accord presents strong evidence of a global migration towards OBE [10]. The Accreditation Board of Engineering and Technology (ABET) is a founding member of the Washington Accord since 1989 [11]. Recently, the Canadian Engineering Accreditation Board (CEAB) updated its accreditation criteria to adopt the OBE model [12]. In 2014, the National Commission of Academic Accreditation and Assessment (NCQA) in Saudi Arabia was established, using the OBE model [13]. This shift makes institutions focus more on assessing the expected learning outcomes rather than the quality of the offered curriculum. However, competition to improve rankings of programs has forced many institutions to pursue minimal requirements (for speed) during accreditation processes [14,15,16,68].

Accreditation was the prime driver for outcomes assessment [14,15] and the topic of more than 1,300 journal articles between 2002 and 2004 [17]. Consequently, several aspects of established accreditation processes in many institutions may not truly reflect the paradigm and principles of authentic OBE [16,17,18,19,20,21,22,68]. Another exhaustive systematic study of 99 research articles by Cruz, Saunders-Smits and Groen (2019) [23] concluded that due to global accreditation requirements the number of published studies from 2000 to 2017 related to assessment and evaluation of transversal skills had significantly increased. They observed that international quality standards for assessment and evaluation of transversal skills such as communication, innovation/creativity, lifelong learning or teamwork were undefined and deficient. Specifically, inadequate standards of language of learning outcomes, validity and reliability of assessments, and vague rubrics, all exacerbated the evaluation of transversal skills.

The current format of measuring ABET, Engineering and Accreditation Commission (EAC) revised 7 Student Outcomes (SOs) and associated Performance Indicators (PIs), and evaluation of the alignment of the Program Educational Objectives (PEOs) is definitely a cumbersome affair for programs and institutions that utilize manual processes. The general advice provided was to be selective in using assessments for measuring these SOs to minimize overburdening faculty and program efforts for accreditation [11,24,68]. This may be acceptable for the fulfillment of accreditation criteria, but from the OBE model, student-centered point of view, it does not facilitate CQI. Consequently, assessments become deficient, tend to become summative and do not include formative processes, since good assessment practice refers to all activities which can provide necessary feedback to revise and improve instruction and learning strategies [25,26]. Additionally, the learning outcomes data measured by most engineering institutions is rarely classified into all three learning domains of the revised Bloom’s taxonomy [27] and their corresponding categories for levels of learning. Generally, institutions classify courses of a program curriculum into three levels: Introductory, Reinforced, and Mastery, with outcomes assessment data measured for the mastery level courses in order to streamline the documentation and effort needed for effective program evaluations. This approach presents a major deficiency for CQI in a student-centered OBE model because performance information collected at just the Mastery level is at the final phase of a typical quality cycle and is too late for implementing remedial efforts. Instead, student outcomes and performance information should progress from the elementary to advanced levels and must be measured at all course levels for the entire curriculum [24,28,29,68]. A holistic approach for a CQI model would include a systematic measurement of PIs in all three Bloom’s domains of learning and provide information on attainment of learning within each domain’s learning levels.

Compliance for outcomes assessment has been quoted by many [22,30,31,32,33,34,35,36,68] as a major issue in achieving realistic CQI. Many faculty members are not keen to get involved in the assessment process, mostly because the manual assessment and evaluation tools employed lack integration of essential components, require manual data entry, and multiple analytical computations to often yield results which do not accurately represent the actual state of student learning. Instructors are, therefore, unable to realize the tangible benefits of using valid outcomes assessment processes that enhance teaching and learning in an authentic OBE model. Myriad complexities attributed to improper tools that do not integrate multiple components of direct/indirect outcomes assessment for identification of failures, remedial actions and CQI may be identified as the root cause for the lack of faculty involvement. Therefore, there is a dire need to explore ways to improve faculty engagement in the assessment process at the course and program levels. A paper-free web-based digital system with a user-friendly interface would help encourage faculty participation while integrating multiple outcomes assessment processes for CQI. The indispensable necessity of the state of the art digital solutions to automate and streamline outcomes assessment for achieving excellent CQI results and accreditation has been adequately explained in research literature [20,32,34,35,36,37,68].

ABET’s CQI criterion CR4 requires programs to track quality improvement resulting from corrective actions for failures in student performance extracted from evaluating outcomes at the course and program levels [11]. Gloria Rogers’ training slides suggest that quality processes can take about 6 years to fully complete a cycle of assessment and evaluation activity. Therefore, ABET evaluators generally require 6 years of CQI data to be available in record with programs and at least 2 years of well documented course materials, SOs based objective evidence and other CQI information as display material during audit visits [11]. A detailed study of an accreditation effort in Canada, in 2011, estimated that the University of Alberta, Edmonton engineering programs spent more than a million dollars, collected more than a ton of data and exhausted more than 16,000 hours of preparation time for the Canadian Engineering
Accreditation Board (CEAB) accreditation visit [19]. Similarly, engineering programs worldwide allocate staggering amounts of time and resources for preparing CQI data and display materials for accreditation, but unfortunately, since they employ manual CQI processes, assessment and evaluation data is often deficient and lacks the rigor and quality required by a student-centered authentic OBE model to attain the required standards of holistic learning. Jeffrey Fergus, chair of the ABET Engineering Accreditation Commission (EAC) also echoed a similar opinion regarding ABET’s criterion 4, CR4 or Continuous Improvement as being the most challenging for engineering programs worldwide [39]. Several aspects of manual CQI models have been highlighted as being problematic such as standards of learning outcomes statements, vague performance criteria, lack of topic-specific analytic rubrics, reliability and validity issues with assessment and evaluation criteria, random sampling of outcomes data, lack of proper alignment, lack of comprehensive coverage of Bloom’s three domains of learning, lengthy quality and evaluation cycles, inability to achieve real-time learning improvements in cohorts etc. [21,22,23,24,25,26,28,29,42,44,45, 47,50,68].

Several digital solutions have been proposed in recent literature to alleviate the aforementioned issues with manual CQI systems [19,20,23,24,35,36,37,40,41,43,46,47,48,49,68]. In consideration of the latest ground breaking developments related to digital automation of CQI processes, several accreditation bodies such as ABET have incorporated special terms in their accreditation policy (I.E.5.b.(2)) to accommodate engineering programs that choose to maintain digital display materials for accreditation audits [11]. Several ABET symposia conducted in the last 5 years have consistently presented digital technology as viable options for automating the otherwise cumbersome manual CQI processes [11]. Additionally, the COVID19 global pandemic conditions, by force majeure, have altered the normal protocol of onsite accreditation visits. Many accreditation agencies have either deferred or announced virtual visits for the upcoming accreditation cycles [10,11,12,13,18,51,52]. Virtual visits would mandate engineering programs to maintain digital documentation for reporting CQI information to enable remote audits. Therefore, the current prolonged pandemic conditions resulted in an unplanned and inadvertent boom in the digitization of education. This means both accreditation agencies and engineering programs have challenges to develop guidelines and frameworks for implementing CQI systems using practical digital solutions that are based on authentic OBE frameworks and fulfill the requirements of international engineering quality standards.

The two top standards of the Council for Higher Education Accreditation, (CHEA) recognition criteria as stated by Eaton (2012) are 1) Advance academic quality: accreditors have a clear description of academic quality and clear expectations that the institutions or programs they accredit have processes to determine whether quality standards are being met and 2) Demonstrate accountability: accreditors have standards that call for institutions and programs to provide consistent, reliable information about academic quality and student achievement to foster continuing public confidence and investment [38]. Now, with thousands of engineering programs seeking accreditation in the US alone, and given the list of issues prevalent in CQI processes, qualifying credible program evaluations based on reliable and accurate outcomes information is becoming increasingly complex, high stakes and far reaching. Accreditation agencies are faced with a challenging task of implementing high standards, encompassing auditing frameworks and processes with fully trained staff to remotely examine and qualify CQI systems employed by engineering programs. The IEA and ABET have therefore, not indicated any changes in their accreditation criteria after COVID19 [10,11]. However, the auditing frameworks should encompass essential OBE theory, best practices for assessment, use of digital quality systems, automated data collection and reporting mechanisms, to remotely audit programs’ CQI efforts for the attainment of SOs.

In this research, we explore a meta-framework for examining Integrated Quality Management Systems (IQMS) implemented at the Faculty of Engineering programs for ABET accreditation using Mixed Methods Theory Based Impact Evaluations (MMTIBE) [53]. Evaluations that focus on summative program outcomes sometimes are called impact evaluations [54]. The Evaluation Gap Working Group (2006) concluded as part of the consideration of credible program evaluations that many impact evaluations fail to provide strong evidence because, even when changes are observed after the program has been initiated, often, the evaluators are unable to demonstrate that the changes were likely caused by the underlying program—potentially leading at best to unsubstantiated evidence, and at worst to misleading or even harmful conclusions [54]. A succinct statement of research findings made by the Evaluation Gap Working Group (2006) clearly sums up a general state of current program interventions, “Of the hundreds of evaluation studies conducted in recent years, only a tiny handful were designed in a manner that makes it possible to identify program impact” (p. 17) [54]. Onwuegbuzie and Hitchcock (2017) stated that programs in education that are currently taking place across various countries, or are being planned, need rigorous impact evaluations that provide trustworthy evidence of change for future decision making [53]. They noted that to date, the majority of impact evaluations across various fields, including the field of education, have involved the use of quantitative methods, namely, experimental methods, quasi-experimental methods, and non-experimental methods [55]. However, as per the work of James Bell Associates (2008), qualitative methods are preferred over quantitative ones, especially when examining process effects, whereby data are collected on a regular and continual basis to monitor and describe how specific services, activities, policies, and procedures are being implemented throughout the program [56]. Qualitative methods are also employed when conducting a theory-based impact evaluation, wherein the causal chain from inputs to outcomes and impact are mapped out, and the assumptions underlying the intervention are tested [57]; or when conducting what is known as a participatory impact assessment, whereby staff work with local stakeholders to develop their own evaluation [58]. The principle of mixing methods has a long history in program evaluation work [59] which continues to the present [60], but unfortunately, mixed methods techniques have probably
been underutilized in impact evaluations. Onwuegbuzie and Hitchcock (2017) emphasized a strong need for an evaluation meta-framework that is comprehensive, flexible, and meets enhanced complexity of programs. Their work provided a new and comprehensive definition of impact evaluations—called comprehensive impact evaluation—that draws out the importance of collecting and analyzing both quantitative and qualitative data, thereby resulting in a rigorous approach that can allow for strong inferences. Based on Donaldson’s (2007) [61] view they expanded mixed methods impact evaluations by incorporating evaluation theory (i.e., guiding criteria that indicate what an appropriate evaluation is and how evaluation should be conducted), social science theory (i.e., a framework for understanding the nature and etiology of desired or undesired outcomes and for developing intervention strategies for influencing those outcomes), and/or program theory (i.e., checking assumptions that underlie the specific interventions and how they are expected to bring about change). Building on White’s (2009) work [62] dealing with theory-based impact evaluations, they outlined an 8-phase MMTBIE:

Phase 1: understand the local and broader context;
Phase 2: understand the construct(s) of interest;
Phase 3: map out the causal chain that explains how the intervention is expected to produce the intended outcomes;
Phase 4: collect quantitative and qualitative data to test the underlying assumptions of the causal links;
Phase 5: determine the type and level of generalizability and transferability;
Phase 6: conduct a rigorous evaluation of impact;
Phase 7: conduct a rigorous process analysis of links in the causal chain; and
Phase 8: conduct a meta-evaluation of the process and product of the MMTBIE.

The phases are arbitrary but based on prior work related to theory-based impact evaluations, they follow the general steps for evaluation. In this study, we discuss various aspects of relevant phases of this meta-framework and utilize key elements of the 8 phases as indicators to examine the CQI processes implemented at the Electrical Engineering (EE), Civil Engineering (CE) and Mechanical Engineering (ME) programs of the Islamic University in Madinah. Engineering programs seeking accreditation and quality standards in a digital age during and after the COVID19 global pandemic, would therefore, benefit from publications that provide detailed and practical guiding frameworks based on an authentic OBE model, to help implement state of the art digital quality management systems, that seamlessly automate collection and reporting of CQI data for remote audits. Program evaluation using a novel meta-framework presented in this study, would help accreditation auditors consider a range of aspects such as the context, construct, causal links, processes, technology, data collection and outcomes results of CQI activity required for credible remote audits of automated digital quality systems.

II. PURPOSE OF STUDY

The driving force behind this research is to examine the benefits and limitations of the application of essential theory of an authentic OBE model for the implementation of a holistic and comprehensive educational process that maximizes opportunities for the attainment of successful student learning. The objective is to conduct a MMTBIE of state of the art IQMS implemented at the Faculty of Engineering’s EE, CE and ME programs (2014-20) using digital technology and OBE methodology for ABET accreditation. In particular, the researchers sought to answer research questions that would help the engineering programs fulfill ABET EAC criterion related to CR4, Continuous Improvement [11]. Do the IQMS implemented at the EE, CE and ME programs:

1. Adequately fulfill essential elements of the philosophy, paradigm, premise and principles of authentic OBE?
2. Comprehensively cover all aspects of ABET’s outcomes assessment model?
3. Include sustainable instruments or processes for data collection and reporting of learning outcomes information?
4. Provide a listing and description of the assessment processes used to gather the data upon which the evaluation of each student outcome is based? (ABET, 2019 EAC criteria, self-study template, CR4: section A.1)
5. Achieve a practical and manageable frequency of carrying out assessment processes? (ABET, 2019 EAC criteria, self-study template, CR4: section A.2)
6. Provide performance criteria and heuristic rules to clearly indicate the expected level of attainment for each of the student outcomes? (ABET, 2019 EAC criteria, self-study template, CR4: section A.3)
7. Provide summaries of the results of the evaluation process and an analysis illustrating the extent to which each of the student outcomes is being attained? (ABET, 2019 EAC criteria, self-study template, CR4: section A.4)
8. Provide tools and resources to effectively document and maintain the results of evaluations? (ABET, 2019 EAC criteria, self-study template, CR4: section A.5)
9. Clearly indicate generated corrective actions and a follow-up sequence to closure? (ABET, 2019 EAC criteria, self-study template, CR4: section B)
10. Provide a practical example to support engineering programs and accreditation agencies for seamless implementation and remote evaluation of quality standards in engineering education using digital technology during the COVID19 pandemic and beyond?

III. RESEARCH FRAMEWORK

A. METHODOLOGY

This research involved an OBE theory based qualitative analysis of benefits and limitations of manual and automated CQI systems obtained using a selective literature review covering accreditation topics in relevant engineering education and educational psychology literature. An in-depth description of the theoretical, conceptual and practical frameworks are followed by
quality management details of the 6 Plan Do Check Act (PDCA) quality cycles. The main features of the EvalTools® Remote Evaluator Module’s scientific collation and reporting of digital CQI data on a cloud-based environment are examined [68]. A summary of a qualitative comparison of various types of CQI data and key aspects of the manual and automated approaches for their reporting is presented. Finally, we explore the application of a meta-framework for examining IQMS for achieving ABET accreditation, based on a recent study proposing MMTBIEs [53] that outlined 8 phases following the general steps for evaluation.

In this study, we will utilize the recommended conditions, actions, and specific questions of the 8 phases of the MMTBIEs meta-framework as indicators to examine the IQMS implemented at the Faculty of Engineering. The results of this study provide a multidimensional approach for rigorous remote verification of increasingly complex and high stakes evaluations based on reliable and accurate cohort learning outcomes for engineering programs and accreditation agencies. The MMTBIE approach presented comprehensively fulfills the requirements of ABET accreditation criterion, CR4 on Continuous Improvement. The findings of this study are expected to enlighten decisions by accreditation bodies and engineering programs to select the right course of action during and after the COVID19 global pandemic for collection, documentation and reporting of massive amounts of CQI data required for remote engineering accreditation audits. Appendices attached to this paper provide necessary evidentiary information related to the processes and technology implemented in the 6 PDCA quality cycles, tools/instruments used, survey results, relevant meeting minutes of program level quality improvement decisions, samples of CQI reports, and tabulated results of evaluation using the meta-framework. Table 1 summarizes the evidentiary information provided in the appendices.

<table>
<thead>
<tr>
<th>Appendices</th>
<th>Processing/ Review</th>
<th>Tools/ Instruments</th>
<th>Survey Results</th>
<th>Meeting Minutes</th>
<th>Reports</th>
</tr>
</thead>
<tbody>
<tr>
<td>A: Faculty Course Assessment Report (FCAR)</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>B: Performance Vector Table, Course &amp; Program Level WFs</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C: PIs &amp; Hybrid Rubrics</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D: SOs, PIs &amp; Learning Domains Evaluations</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>E: SOs, PIs Executive Summary Reports</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>F: Academic Advising Based on Outcomes</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>G: Continuous Improvement Management Systems (CIMS)</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H: Sustainability &amp; Course Work Load</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>I: EvalTools® Remote Evaluator Module</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>J: 6 PDCA Quality Cycles</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>K: Meta-analyses Results</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

B. PARTICIPANTS

The MMTBIE of the IQMS implemented at the Faculty of Engineering EE, CE and ME departments from 2014 to 2019 involved 43 faculty members and 823 students from multiple cohorts of the 4-year bachelor of science programs.

C. MANUAL AND AUTOMATED CQI SYSTEMS – A QUALITATIVE ANALYSIS

A selective literature review related to engineering program evaluations for accreditation was completed to conduct an effective OBE theory based qualitative analysis of CQI systems. We primarily considered research on accreditation topics in popular engineering education and educational psychology journals and conference proceedings spanning the last 15 years. The results of the literature review were parsed using an OBE theory based qualitative analysis of CQI systems to yield the summary below:

1. Accreditation is the prime driver for outcomes assessment for most higher education institutions in the US and worldwide [14,15,17].
2. Most essential principles of authentic OBE philosophy and paradigm are either not targeted nor achieved [14,19,21,22,23,24,28,29,42,47,50,56,63,68].
3. Learning models are generally not understood and used comprehensively as the founding framework for CQI efforts [3,16,42,50,63,68].
4. Language of Course Outcomes (COs) and associated PIs is deficient and lacks alignment with actual learning activities [3,16,28,29,42,50,63,64,65,68].
5. PIs are mostly generic and lack the required specificity to achieve required validity and reliability in assessment and evaluation [16,21,23,24,26,28,29,35,40,41,42,47,50,68,69,70].
6. Most rubrics are generic, simplistic and vague, and lack the necessary detail to accurately assess several hundred complex student learning activities of any engineering specialization [16,21,24,42,68,69,70].
7. Majority of assessment models just target learning activity in the cognitive domain. Learning activity related to psychomotor and affective domains are mostly, not assessed [6,16,21,22,24,28,29,40,41,43,47,50,63,65,68,69,70].
8. CQI information for all students is not collected, documented or reported [5,19,22,24,26,28,29,35,40,41,42,44,45,54].
9. Most program evaluations are based on a small set of random samples of student activity [20,22,24,28,29,35,40,41,43,47,50,68,71,72,73,74,75].
10. Independent raters are used to apply generic rubrics to past course portfolios [35,41,42,47,68,71,73,75].
11. Real-time corrective actions using formative assessments are rarely implemented [22,24,28,29,35,36,41,44,45,68,73].
12. Course evaluations do not incorporate appropriate weightage for aggregating outcomes results from various types of assessments [22,24,40,47,50,68].
13. Program evaluations do not incorporate appropriate weightage for aggregating multiple course and skill levels [20,24,36,40,41,47,50,64,68].
14. CQI efforts are not realistic and programs mostly employ reverse engineering to link corrective actions to outcomes evaluations results [24,34,36,37,41,44,47,68]

15. Academic advising systems are not based on student outcomes information [35,68]

The findings of this selective literature review helped identify several major issues with prevalent manual CQI systems, and also reinforced our opinions developed from first-hand observations of more than a decade of regional and international accreditation and consulting experience. In summary, the several issues highlighted, contradict fundamental OBE frameworks, implement obsolete assessment practices or work against the fundamental principles of CQI. Programs and accreditation agencies should ensure that authentic OBE theory is the foundational source from which assessment concepts are induced, those, in turn would support the development of practical frameworks to implement sustainable CQI systems. Accountability of programs through evaluating student achievement is intrinsically important for governing bodies and key stakeholders, as it reinforces and provides monitoring of high standards and rigor in engineering programs.

IV. THEORETICAL, CONCEPTUAL AND PRACTICAL FRAMEWORKS

The philosophy, paradigm, premises and principles of Authentic OBE form the basis for theoretical frameworks that lead to the development of crucial models which act as the foundation of the IQMS implemented at the Faculty of Engineering. Several essential concepts are then induced from OBE theory, best practices for assessment and ABET criterion 4, CR4 on continuous improvement. Essential techniques and methods based on this conceptual framework are then used to construct a practical framework consisting of automation tools, modules and digital features of a state of the art, web-based software, EvalTools® [49]. As shown in Figure 1, EvalTools® facilitates seamless implementation of CQI processes based on an authentic OBE model and consisting of 6 comprehensive Deming-Shewart (1993), PDCA quality cycles [66]:

Q1: COs, PIs and hybrid rubrics development
Q2: Course evaluation, feedback and improvement
Q3: Program term review
Q4: PIs 3-year multi-term review
Q5: SOs Multi-term review
Q6: PEOs 5-year review

Figure 1. Theoretical, conceptual and practical frameworks
A. THEORETICAL FRAMEWORK

Educational institutions following the OBE model should ensure all learning activities, assessments, evaluations, feedback, and advising help students to attain the targeted outcomes. International and regional QA agencies and academic advising organizations strongly recommend that educational institutions implement all CQI processes based on learning outcomes.

1) OBE MODEL

To better understand the scope of this research and the limitations of prevalent CQI systems ‘following’ outcomes-based approaches, we begin with a brief introduction to some essential elements of OBE which were developed by associates at the High Success Network [1,2].

The keys to having an outcomes-based system are:

a. Developing a clear set of learning outcomes around which all of the educational system’s components can be focused; and
b. Establishing the conditions and opportunities within the educational system that enable and encourage all students to achieve those essential outcomes.

OBE’s two key purposes that reflect its “Success for all students and staff” philosophy are:

a. Ensuring that all students are equipped with the knowledge, competence, and qualities needed to be successful after they exit the educational system; and
b. Structuring and operating educational systems so that those outcomes can be achieved and maximized for all students.

OBE’s 4 power principles are:

a. Clarity of focus: Firstly, this helps educators establish a clear picture of the desired learning outcomes they want and provides students with indications of their expected performance [3,4]. Secondly, student success on this demonstration becomes the top priority for instructional planning and designing student assessment [3,4]. Thirdly, the clear picture of the desired learning outcome is the starting point for curriculum, instruction, and assessment planning and implementation, all of which must perfectly align with the targeted outcomes [3,4]. And fourthly, the instructional process in the classroom begins with the teacher’s actions, sharing, explaining, and modeling the outcome from day one and continually thereafter, so that clearly indicates what is required so the “no surprises” philosophy of OBE can be fully realized. This enables students and teachers to work together as partners toward achieving a visible and clear goal [1,2,3].

b. Expanded Opportunity: requires staff to give students more than one chance to learn important things and to demonstrate that learning. Initially, those who implemented OBE applied this approach to small segments of learning that students could accomplish in relatively short amounts of time. But the definition of outcomes and their demonstration has expanded dramatically over the past two decades, which has forced a rethinking of the entire concept of opportunity and how it is structured and implemented in educational institutions [1]. There are at least five dimensions of opportunities: Time, Methods and Modalities, Operational Principles, Performance Standards, and Curriculum Access and Structuring, which are all significant in expanding students’ opportunities for learning and success [1,2,5].

c. High Expectations: means increasing the level of challenge to which students are exposed and raising the standard of acceptable performance, they must reach to be called “finished” or “successful”. OBE systems have applied this principle to three distinct aspects of academic practice: standards, success quotas, and curriculum access. First, most OBE systems have raised the standard of what they will accept as completed or passing work. This is done, of course, with the clarity of focus, expanded opportunity, and design down principles [1,2,4]. As a result, students are held to a higher minimum standard that ever before. Second, most OBE systems have changed their thinking about how many students can or should be successful. They have abandoned bell-curve or quota grading systems in favor or criterion-based systems, and this change of perspectives and practices reinforces the previous strategy [1,2,4]. Third, realizing most students will rise only to the level of challenge they are afforded, many OBE systems have eliminated low-level courses, programs, or learning groups from the curriculum [1,2,4,5].

d. Design Down: means staff begin their curriculum and instructional planning where they want students to ultimately end up and build back from there. This challenging but powerful process becomes clear when we think of outcomes as falling into three broad categories: culminating, enabling, and discrete. Culminating outcomes define what the system wants all students to be able to do when their official learning experiences are complete [3,4]. In fully developed OBE systems, the term “culminating” is synonymous with exit outcomes. But in less fully developed systems, culminating might apply to what are called program outcomes and course outcomes [3,4]. Enabling outcomes are the key building blocks on which those culminating outcomes depend. They are truly essential to students’ ultimate performance success. Discrete outcomes, however, are curriculum details that are “nice to know” but not essential to a student’s culminating outcomes [3,4]. Therefore, the design down process is governed by the “Golden Rules”. At its core, the process requires staff to start at the end of a set of significant learning experiences – its culminating point – and determine which critical learning components and building blocks of learning (enabling outcomes) need to be established so that students successfully arrive there. The term “mapping back” is often used to describe the first golden rule. The second rule states that staff must be willing to replace or eliminate parts of their existing programs that are not true enabling outcomes [3,4]. Therefore, the challenges in a design down process are both technical – determining the enabling outcomes that truly underlie a culminating outcome – and emotional – having staff be willing to eliminate familiar, favorite, but necessary, curriculum details [2,3,4,5].
From a future-focused, transformational perspective, the four defining principles of OBE are restated as [3]:

a. **Clarity of Focus** on future role-performance abilities of significance.
b. **Continuous Opportunities** to engage in and develop role-performance abilities.
c. **High Engagement** in authentic contexts that advance performance abilities.
d. Bring role-performance learning and engagement down to young learners too.

In summary, all components of educational systems that implement an OBE model should focus on aiding all students to successfully attain the targeted outcomes for achieving intended learning aimed by international standards of engineering education and curriculum [11,66].

Based on authentic OBE theory, best practices for assessment and ABET accreditation requirements, several concepts were formulated to aid in the development of models; tools, techniques, methods and processes that act as essential guidelines for employing practical frameworks to implement the IQMS at the Faculty of Engineering. The following sections elaborate on conceptual frameworks dealing with selecting learning models; defining goals, objectives, outcomes and performance indicators; developing rubrics; curriculum design; course delivery; assessment and evaluation; and CQI efforts.

### B. CONCEPTUAL FRAMEWORK – MODELS

#### 1) SELECTING LEARNING MODELS

An important observation made by the Faculty of Engineering is that Bloom’s 3 learning domains present an easier classification of specific PIs for realistic outcomes assessment compared with other models that categorize learning domains as knowledge, cognitive, interpersonal, communication, IT, numerical and/or psychomotor skills [13]. In addition, categories of learning domains which seem very relevant for the engineering industry and career-related requirements may not be easy to implement practically when it comes to classification, measurement of PIs, and realistic final results for evaluating CQI.

A hypothetical Learning Domains Wheel as shown in Figure 2 was developed by the Faculty of Engineering to analyze the popular learning domains models available, including Bloom’s, with a perspective of realistic measurement of outcomes based on valid PIs classification that does not result in a vague indicator mechanism for CQI in engineering education [24]. Learning domains categories mentioned in this paper specifically refer to broad categories with well-defined learning levels selected for the classification of specific PIs [24]. The Learning Domains Wheel was implemented with Venn diagrams to represent details of the relationship of popular learning domains categories, interpersonal skills, and the types of knowledge [24]. A detailed explanation of the coverage of required engineering knowledge and skills sets for popular learning models including the NCAA 5 domains model [13] presented valid and logical arguments based on issues related to redundancy in selecting domains for PIs classification.

The cognitive domain involves acquiring factual, conceptual knowledge dealing with remembering facts and understanding core concepts. Procedural and metacognitive knowledge focus on problem-solving, which includes problem identification, critical thinking and metacognitive reflection. Remembering facts, understanding concepts and problem solving are essential, core and universal cognitive skills that would apply to all learning domains [7, 76]. Problem identification, definition, critical thinking and metacognitive reflection are some of the main elements of problem-solving skills. The main elements of problem-solving skills apply to all levels of learning for the three domains. Activities related to any learning domain require operational levels of four kinds of knowledge: factual, conceptual, procedural and metacognitive [76] that are proportional to the expected degree of proficiency of skills for effective execution of tasks. For example, successfully completing psychomotor tasks for solving problems involves acquiring specialized factual, conceptual, procedural and metacognitive knowledge of various physical processes with acceptable levels of proficiency. Similarly, an affective learning domain activity, such as implementing a code of professional ethics, involves acquiring factual, conceptual, procedural and metacognitive knowledge related to industry standards, application process, level of personal responsibility and impact on stakeholders. Hence, the psychomotor and affective domains skills overlap with the cognitive domain for the necessary factual, conceptual, procedural and metacognitive areas of knowledge [24].

The learning domains categories such as interpersonal, IT, knowledge, cognitive, communication, numerical skills etc., exhibit significant areas of overlap as shown in the Learning Domains Wheel in Figure 2. A high-level grasp of the relationship of these categories demonstrates the process of the selection of learning domain categories. For example, interpersonal skills, as shown in Figure 2, is too broad a category, thereby presenting serious problems in PIs classification and realistic outcomes.
measurement when grouped with other skills sets such as learning domains categories [24]. Numerical skills are used for decision-making activities in the affective domain and also for the effective execution of psychomotor activities in physical processes. Numerical skills are an absolute subset of cognitive skills for any engineering discipline. IT skills cover some areas of psychomotor (connection, assembly, measurement, etc.), affective (safety, security, etc.) and cognitive (knowledge of regional standards, procedural formats, etc.) domains. Leadership and management skills require effective communication and teamwork [24]. This large overlap of skills within multiple learning domains presents a serious dilemma to engineering programs in the PIs classification and measurement process. A difficult choice must be made whether to select the most appropriate learning domain category and discard the others or repeat mapping similar PIs to multiple learning domain categories for each classification [24]. Defining the learning levels for the overlapping categories to precisely classify PIs would also be challenging [24]. Finally, learning domain categories with significant areas of overlap would result in the repeated measurement of common PIs in multiple domains and the accumulation of too many types of PIs in any single learning domain category, thus obscuring specific measured information. Therefore, for practical reasons the categories of learning domains have to be meticulously selected with a primary goal of implementing a viable PIs classification process to achieve realistic outcomes measurement for program evaluation [24].

Crucial guidelines were logically derived from the Learning Domains Wheel for the selection of the learning domains categories and listed as follows [24]:

1. Very broad learning domains categories consist of many skill sets that will present difficulty in the classification of PIs when grouped with other categories and will result in the redundancy of outcomes data; for example, interpersonal skills grouped with IT, communication or psychomotor, etc.
2. Avoid selection of any two skills sets as learning domains categories when one is an absolute subset of another. Just select either the most relevant one or the one which is a whole set. For example, select cognitive or numeric skills, but not both; if both are required, select cognitive as a category since it is a whole set. Numeric skills, its subset, can be classified as a cognitive skill.
3. If selecting a certain skill set that is a whole set as a learning domains category, then it should not contain any other skills sets which are required to be used as learning domains categories; e.g., do not select affective as a learning domains category since it is a whole set if you also plan on selecting teamwork skills as a category.
4. A learning domain category could contain skills sets which will not be utilized for PIs classification; e.g., affective learning domain category containing leadership, teamwork and professional ethics skills sets; leadership, teamwork and professional ethics will NOT be a learning domain category but will be classified as affective domain skill sets.

Bloom’s 3 domains, cognitive, affective and psychomotor, are not absolute subsets of one another. They contain skill sets as prescribed by the 11 or 7 ABET EAC SOs which are not learning domains categories. Therefore Bloom’s 3 learning domains satisfy selection guidelines derived from the Learning Domains Wheel and facilitate a relatively easier classification process for specific PIs [24]. Calculation of term-wide weighted average values for ABET SOs using this classification of specific PIs resulted in realistic outcomes data since most of the PIs were uniquely mapped to each of the 3 domains with minimal overlap and redundancy [24].

2) ’DESIGN DOWN’ MAPPING MODEL FROM GOALS TO PERFORMANCE INDICATORS

A “design down” [2,3,4,5] mapping model was developed as shown in Figure 3 exhibiting authentic OBE design-down flow from goals, PEOs, SOs, course objectives, COs to PIs. This figure illustrates trends in levels of breadth, depth, specificity and details of technical language related to the development and measurement of the various components of a typical OBE “design down” process [2,3,4,5]. Goals and objectives are futuristic in tense and use generic language for broad application. The term ‘w/o’ (without) in the figure highlights the essential characteristics of goals and objectives. Goals and objectives do not contain operational action verbs, field-specific nominal subject content, or performance scales. Student and course outcomes do not contain performance scales. Performance scales should be implemented with the required descriptors in rubrics [69].

PIs should be specific to collect precise learning outcomes information related to various course topics and phases of a curriculum while addressing various levels of proficiency of a measured skill [24,42]. Adelman’s thorough work strengthens our argument that the required language of learning outcomes for cognitive and psychomotor learning activities should be specific [16]. He assertively states that verbs describing a cognitive or psycho-motor operation act on something, i.e. they have a specific nominal context. The nominal context can be discipline/field-specific, e.g. error analysis in chemistry; an art exhibit in 2-D with 3 media. Field-specific statements are endemic to learning outcome statements in Tuning projects. Finally, without a specific nominal context you do not have a learning outcome statement [16].

3) BLOOM’S 3 DOMAINS TAXONOMIC LEARNING MODEL AND 3-SKILLS GROUPING METHODOLOGY; IDEAL LEARNING DISTRIBUTION

Figure 4 shows the design flow for the creation of holistic learning outcomes and their PIs for all courses corresponding to Introductory, Reinforced and Mastery levels spanning the curriculum.
The Faculty of Engineering programs studied past research [24,41], which grouped Bloom’s learning levels in each domain based on their relation to the various teaching and learning strategies. With some adjustments, a new 3-Level Skills Grouping Methodology [24,41] as shown in Table 2 was developed for each learning domain with a focus on grouping activities which are closely associated to a similar degree of skills complexity. Ideally, all courses should measure the elementary, intermediate and advanced level skills with their COs, specific PIs and associated assessments. However, Introductory level courses should measure a greater proportion of the elementary level skills with their COs, PIs and assessments.

On the other hand, Mastery level courses should measure more of the advanced, but fewer intermediate and elementary level skills [24,35,41]. Figure 5 indicates an ideal learning level distribution of COs and PIs for the Introductory, Reinforced and Mastery level courses. The measurement of outcomes and PIs designed following such an ideal distribution result in a comprehensive database of learning outcome information, which facilitate a thorough analysis of each phase of the learning process and enable a comparatively easier mechanism for early detection of student performance failures at any stage of a student’s education [24,35,41].

Table 2. 3-Level Skills Grouping Methodology of Bloom’s revised taxonomy

<table>
<thead>
<tr>
<th>Skills Level</th>
<th>Cognitive Domain (Bloom, 1856; Anderson &amp; Krathwohl, 2001)</th>
<th>Affective Domain (Krathwohl, Bloom &amp; Masin, 1973)</th>
<th>Psychomotor Domain (Simpson, 1972)</th>
</tr>
</thead>
</table>
4) ABET ASSESSMENT MODEL

The OBE model was chosen due to the many benefits discussed earlier and to fulfill regional and ABET accreditation standards. ABET accreditation criteria CR2: PEOs; CR3: SOs; and CR4: Continuous Improvement [11] have been implemented in the assessment model, which require that programs make decisions using assessment data collected from students and other program constituencies, thus ensuring a quality program improvement process. This also requires the development of quantitative/qualitative measures to ensure students have satisfied the COs, which are measured using a set of specific PIs/assessments and, consequently, the program level ABET SOs [11,35,36,40,41,42,47,50,68,71]. Figure 6 shows the outcomes assessment model adopted by the Faculty of Engineering. The assessment model involves activities such as a comprehensive review of the PEOs, SOs, PIs/assessments and COs leading to further improvement in the program. All activities in the various phases of the CQI process actively involve faculty members [24,35,42,68].

Due to accreditation requirements for assessment and evaluation, the majority of programs have planned assessments and satisfaction ratings on a macro level. These are generally referred to as outcomes assessment measures [78] and involve using standardized tests, focus groups, independent raters, vague and generic rubrics. However, these plans do not adequately assess student learning goals specific to the university's program, nor do they provide information that would help instructors improve student learning in their courses. On the other hand, reinforcing Cross’s (2005) opinions [77], well-planned course level assessments can provide better opportunities for data collection of SOs data for accreditation evaluations. Course embedded assessments are also referred to as "classroom-based" assessments. Course embedded assessment is the process of using artifacts generated through routine classroom activities to assess the achievement of SOs. Teaching materials and routine classroom assignments are designed to align with COs and corresponding PIs. Ammons and Mills (2005) clearly state the benefits of alignment of embedded assessment to instructors, “Course-embedded assessment may have strong appeal to faculty who want to engage in a systematic way of reflecting on the relationship between teaching and learning” [79]. Embedded assessments build on the daily work (assignments, exams, course projects, reports, etc.) of students and faculty members. These assessments help avoid the use of external independent raters that are usually employed for resoring past course portfolios for accreditation purposes. According to Ammons and Mills (2005), the major benefit of course embedded assessment is that “the instruments can be derived from assignments already planned as part of the course, data collection time can be reduced” [79]. Gerretson and Golson (2004) stated that the advantage of assessment at the classroom level is that it “uses instructor grading to answer questions about students learning outcomes in a nonintrusive, systematic manner” [80]. A composite advantage of course embedded assessments in regards to the fulfillment of accreditation requirements are that they can be used at the course level to help instructors determine attainment of COs, and can be used at the program level to assist in measuring to what degree the program level SOs are being met. Embedded Assessments is not just of interest to the instructor teaching the course, but also to other faculty members in the program whose courses build on the knowledge and skills learned in the course [79].

C. CONCEPTUAL FRAMEWORK – TECHNIQUES, METHODS

1) EMBEDDED ASSESSMENTS USING FCAR, EAMU PERFORMANCE VECTOR METHODOLOGY

Cross (1998) mentioned the importance of classroom based assessments and explained how they can improve teaching and learning, “Most people think of assessment as a large-scale testing program conducted at institutional or state levels to determine what students have learned in college ... I believe that we should be giving more attention to small-scale assessments conducted continuously in college classrooms by discipline-based teachers to determine what students are learning in that class... The advantage of thinking small in assessment is that the classroom is the scene of the action in education. If the ultimate purpose of assessment is to improve teaching and learning, then the results of a successful assessment must eventually bear directly on the actions of teachers in their classrooms. This means that the feedback from any assessment must reach classroom teachers and be perceived by them as relevant to the way they do their jobs. One way to do that, albeit not the only way, is to start in the classroom collecting assessment data that teachers consider relevant” [77].
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The basis of the embedded assessment model in FCAR is the EAMU performance vector [47,81,82]. The EAMU performance vector [82,83] counts the number of students that passed the course whose proficiency for that outcome was rated Excellent, Adequate, Minimal, or Unsatisfactory as defined by: Excellent: scores >= 90%; Adequate: scores >= 75% and < 90%; Minimal: scores >= 60% and < 75%; and Unsatisfactory: scores < 60%. Program faculty report failing COs, SOs, PIs, comments on student indirect assessments and other general issues of concern in the respective course reflections section of the FCAR. Based upon these course reflections, new action items are generated by faculty. Old action items are carried over into the FCAR for the same course if offered again. Modifications and proposals to a course are made with consideration of the status of the old action items [47,81,82].

2) DESIGN RULES FOR COs AND PIs

Combining Spady’s (1992,1994 a, b) fundamental guidelines related to the language of outcomes [3,4,5], key concepts from Adelman’s work (2015) on verbs and nominal content [16], and some essential details on the hierarchical structure of outcomes from Mager’s work (1962) [84] led to a consistent standard for learning outcome statements that were accurately aligned to the course delivery using a structured format for COs and specific PIs.

Essential principles for learning outcome statements are summarized as below:

1. Intended outcomes must be measurable
2. Language of outcomes should describe what learner’s do using operational action verbs
3. Conditions of learning activities should be described by nominal subject content
4. Level of acceptable performance must be clearly indicated (PIs)
5. Multiple statements can be used for each learning outcome (PIs)

These essential principles for learning outcome statements help develop detailed design rules for COs and PIs. This enables holistic course delivery that is tightly aligned to outcomes with achievement of ideal learning distribution in all the 3 domains of learning and sequential coverage of all major topics [35,42,65,68].

a. Rules for COs Design:
1. Use operational action verbs to describe the target learning activity that will be assessed
2. The COs can target multiple activities covering 3 domains of Bloom’s and the 3-levels skills elementary, intermediate and advanced skills. But, each activity would have to be assessed by a corresponding PI.
3. The COs should sequentially cover all major course topics
4. The COs for a specific topic should assess both theory and experimental lab skills to ensure comprehensive learning related to the topic.
5. Write moderately generic COs with the context of several specific PIs to measure multiple target learning activities.

b. Rules for PIs Design:
1. The PIs should be approximately aligned to the operational action verbs and nominal subject content in COs.
2. The PIs should be at a similar skill level as the corresponding activity in the CO.
3. The PIs should align with the complexity and methods used in assessments planned to measure corresponding learning activities mentioned in the CO
4. The PIs should be more specific than COs and indicate names of techniques, standards, theorems, technology, methodology etc.
5. The PIs should provide major steps to analyzing, solving, evaluating, classifying etc. so they can be utilized to develop hybrid rubrics
6. Several PIs should be used to assess multiple learning activities relating to multiple domains and 3-levels skills.

Figure 7 shows an example of detailed COs design methodology for an EE program’s course.
The design of COs and their PIs was meticulously completed by using appropriate action verbs and subject content, thus rendering the COs, their associated PIs, and assessments at a specific skill level—elementary, intermediate or advanced. Figure 8 shows an example from a ME course (ABET SOs ‘a-k’ example applicable to SOs ‘1-7’). In this example, CO_7: Calculate and measure velocity and flow rate of fluid dynamics problems using Bernoulli equations; and its associated specific PI_11_39: Analyze the friction effects in viscous fluid flow in a circular pipe; calculate the Reynolds number to classify as laminar or turbulent flow; obtain the friction factor; by extracting from Moody’s charts (turbulent flow); or by using analytical equations (laminar flow); calculate the major and minor pressure losses for laminar and turbulent flows using pressure drop equations; measured by assessment Final Exam Q3 are of similar complexity and at the same level of learning. The corresponding category of learning is reinforced-cognitive-analyzing. Therefore, COs would be measured by PIs and assessments strictly following the 3-Level Skills Grouping Methodology [24,41].

3) HYBRID RUBRIC

The hybrid rubric is a combination of the holistic and analytic rubric developed to address the issues related to (a) validity: precision and accuracy of an assessment’s alignment with outcomes, PIs; and (b) inter/intra-rater reliability: detail of specificity of acceptable student performances; when dealing with the assessment of complex and very specialized engineering activities. The hybrid rubric is an analytic rubric embedded with a holistic rubric to cater to the assessment of several descriptors that represent all the required major steps of specific student learning activity for each PI/dimension listed [42]. The hybrid rubric’s advantage is reinforced by the finding of an exhaustive empirical research that reviewed 75 studies on rubrics, summarized their benefits, and concluded that the top most benefit is from rubrics that are analytic, topic-specific, and complemented with exemplars and/or rater training [11]. Figure 9 shows an ABET SO ‘e’, specific PI dealing with problem-solving: ‘Simplify a given algebraic Boolean expression by applying the k-map and express in POS form’, and its hybrid rubric.

The hybrid rubric also contains a column to indicate the percentage of total score allocation for each descriptor (major step of learning activity) corresponding to a certain PI [42]. The scales implemented are obtained from Estell’s FCAR [81], E, A, M and U performance vectors [47,81,82] that stand for the Excellent: (100-90)%, Adequate: (89-75)%, Minimal (74-60)% and Unsatisfactory: (0-60)% categories respectively. Spady’s OBE philosophy - four power principles of authentic OBE [2,3,4,5] are applied here as guidelines for the development and implementation of specific PIs and hybrid rubrics [42]:

1. Clarity of focus: Subject specialists within a program form sub-groups to select appropriate course content, topics, learning activities and their skills/complexity levels based on student standards for the development of specific PIs and their hybrid rubrics. The language of specific PIs and hybrid rubrics should have sufficient transparency in meaning to promote easy faculty comprehension and application resulting in perfect implementation of scientific constructive alignment and use of the “unique assessments” philosophy [22,24,38,35,49,50,51,63,64,68,70], where a single assessment does not map to more than one specific PI. The language of the specific PIs and descriptors should have an approximate correspondence with student learning activities, so both, students and faculty, can clearly understand the various scales of performance expectations [42].

2. High expectations: The Excellent scale ‘E’, of the hybrid rubric, should clearly identify required steps for excellent performance in using a specific major method, say ‘M_1’, for performing a certain task. A major method would be a complex engineering activity involving several unique steps for completing a specific task. There should be only one specific hybrid rubric designed to assess one major method or technique applied to complete a particular task. Any alternative major methods, say ‘M_1, M_2, M_3’, that complete the same task, let’s say ‘T’, and deemed necessary curricular content by the instructor, should be assessed independently, with rubrics of their own. This would eradicate the
possibility of producing “excellent” performing engineering graduates who have partial knowledge of necessary curricular content or lack required engineering skills [42].

3. **Expanded opportunity**: Use hybrid rubrics and their descriptors to be consistent in rating assessments. Give the student prior notice on what is expected by rehearsing examples of problems using the developed hybrid rubrics. Provide feedback on student graded work clearly highlighting performance issues. Use criterion-based standards and provide opportunities to improve based on some minimally required expectations [42]. Employ weighted averaging to scientifically aggregate a combination of various types of assessments and student performances [20,24,36,40,41,47,50,64,68]. Strictly avoid using pure averaging to conduct a quantitative evaluation of outcomes assessments [5].

4. **Design down**: Develop PIs, hybrid rubrics in perfect alignment with the institutional mission, PEOs, SOs and COs. To achieve this, mission statements and PEOs should be designed scientifically, and avoiding the use of vague and redundant language. Learning outcome and PIs information should be used for the implementation of scientific constructive alignment to develop and align assessments with their teaching/learning strategies, scoring, evaluation, feedback and CQI efforts [42].

The Hybrid Rubrics support and facilitate instruction and intelligent design of outcomes assessments. An important point to note is that based on the type of student learning activity, the dimensions of a hybrid rubric can consist of interdependent, sequential steps such as steps 1, 2, 3 and 4; or independent, non-sequential components such as semantics of English language, structure of system, theoretical/mathematical model, operational information, neat sketches etc. The dimensions of rubrics can also be a combination of these two types of information. The detailed specific/generic PIs model adopted by the Faculty of Engineering enables the development of hybrid rubrics that contain dimensions with a maximum spread of breadth and depth of a course topic or student learning activity. The weightage distribution of the various steps or components of rubrics conveniently supports the development and implementation of grading for assessments targeting various knowledge and skills levels. The comprehensive breadth and depth of content covered in dimensions of hybrid rubrics enables instruction and provides detailed guidance to students in various learning activities related to problem-solving, design, experimentation, teamwork, report writing, presentation etc. Faculty members are not bound to apply the entire content of developed hybrid rubrics to the design of all assessments in a course. They can flexibly extract and appropriate necessary content from comprehensive rubrics to design assessments targeting measurement of required skills and/or knowledge corresponding to specific levels of learning in a course. Instructors can select specific dimensions or portions of multiple dimensions of rubrics and apply their corresponding grading distribution to the design of assessment.

### Table 3 shows an ABET SO 'k', techniques, tools and skills, ME program’s specific PI “[abet_PI_11_54] Psychomotor: Adaptation Draw the stress transformation for plane stress condition in mechanical components using Mohr’s circle graphically using geometrical instruments or AutoCAD; Extract the orientation and direction of the state of the stress from given element; compute the stress transformation for plane stress condition in mechanical components using Mohr’s circle graphical method; extract the information related to principal stresses, orientation and direction of other stresses from the solution; determine the normal and shear stresses of given orientation” and its hybrid rubric.

<table>
<thead>
<tr>
<th>SCORING</th>
<th>UNSATISFACTORY (0-20%)</th>
<th>MINIMAL (20-70%)</th>
<th>AVERAGE (70-100%)</th>
<th>EXCELLENT (100-100%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. 20%</td>
<td>1. Determine an accurate logical truth table for the given algorithmic Boolean expression while properly identifying all inputs and outputs</td>
<td>1. Develop an accurate logical truth table for the given algorithmic Boolean expression while properly identifying all inputs and outputs</td>
<td>1. Develop the K-maps representation of the information shown in the truth table with proper K-maps labeling and obtaining MOST prime implicants with max coverage.</td>
<td>1. Develop the K-map representation of the information shown in the truth table with proper K-maps labeling and obtaining MOST prime implicants with max coverage.</td>
</tr>
<tr>
<td>2. 20%</td>
<td>2. Develop the K-map representation of the information shown in the truth table with proper K-maps labeling</td>
<td>2. Develop the K-map representation of the information shown in the truth table with proper K-maps labeling and obtaining MOST prime implicants with max coverage.</td>
<td>2. Develop the K-map representation of the information shown in the truth table with proper K-maps labeling and obtaining MOST prime implicants with max coverage.</td>
<td>2. Develop the K-map representation of the information shown in the truth table with proper K-maps labeling and obtaining MOST prime implicants with max coverage.</td>
</tr>
<tr>
<td>3. 35%</td>
<td>3. Apply K-Map simplification by mapping D prime implicants and obtaining prime implicants with max coverage</td>
<td>3. Apply K-Map simplification by mapping D prime implicants and obtaining prime implicants with max coverage.</td>
<td>3. Apply K-Map simplification by mapping D prime implicants and obtaining prime implicants with max coverage.</td>
<td>3. Apply K-Map simplification by mapping D prime implicants and obtaining prime implicants with max coverage.</td>
</tr>
<tr>
<td>4. 25%</td>
<td>4. Obtain simplified POS Boolean expression by identifying the minterms from prime implicants</td>
<td>4. Obtain simplified POS Boolean expression by identifying the minterms from prime implicants.</td>
<td>4. Obtain simplified POS Boolean expression by identifying the minterms from prime implicants.</td>
<td>4. Obtain simplified POS Boolean expression by identifying the minterms from prime implicants.</td>
</tr>
</tbody>
</table>

**Figure 9.** A specific PI and hybrid rubric for assessing ABET SO 'e’ “Ability to identify, formulate and solve engineering problems”
The hybrid rubric also contains a column to indicate the percentage of total score allocation for each descriptor and the EAMU scales. The Office of Quality and Accreditation at the Faculty of Engineering has developed elaborate, step by step, instructional videos for developing hybrid rubrics for the CE, ME and EE programs [85,86,87].
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**Figure 10.** Intelligent outcomes assessment design based on faculty selection of appropriate content from hybrid rubrics

ME 224 Mechanics of Materials course final exam Q6 example (Term 382 ABET SOs 'a-k') illustrates how course outcomes, their PIs are used to develop hybrid rubrics and apply them in instructions and assessments. This example shows how CO5, PI11_54 accurately align to final exam Q6 and how its hybrid rubric (Table 3) is used to develop the grading policy (Table 4).

![Table 3. Hybrid rubric showing EAMU scales, descriptors and score distribution for PI11_54](image)

**Table 3.** Hybrid rubric showing EAMU scales, descriptors and score distribution for PI11_54

The CO6: **Calculate stress transformation on different planes in a member subjected to normal and shear loading,** utilizes PIs:

- [abet_P11_54] **Psychomotor** Adaptation Draw the stress transformation for plane stress condition in mechanical components using Mohr’s circle graphically using geometrical instruments or AutoCAD; Extract the orientation and direction of the state of the stress from given element; compute the stress transformation for plane stress condition in mechanical components using Mohr’s circle graphical method; extract the information related to principal stresses, orientation and direction of other stresses from the solution; determine the normal and shear stresses of given orientation;

- [abet_P11_54] **Cognitive:** Analyzing Extract the orientation and direction of the state of the stress from given element; compute the stress transformation for plane stress condition in mechanical components using Mohr’s circle equations; extract the information related to principal stresses, orientation and direction of other stresses from the solution; determine the normal and shear stresses of given orientation.

**Question 6:** For a given state of stress, determine

(a) Orientation of the principles planes,
(b) Value of the principle stresses, and
(c) Maximum shear stress.

Solve it by using a Mohr circle. You may cross-check your graph by an analytical equation, if time permits. (20: 2, 3, 10, 5).

Use a graph paper attached and any calculation on this page. The graph should be properly labeled for all the values and axes.

![Figure 11. ME 224 final exam Q6 problem](image)

**Figure 11.** ME 224 final exam Q6 problem

Final Exam Question 6 has been allocated 20 points out of which 2 points for extracting information from the element, 3
points for marking the graph properly, 10 points for accurately drawing the point, followed by the right Mohr’s circle on the labelled graph and 5 points for extracting information from the Mohr’s circle.

Table 4. Grading scheme applied to final exam question 6

<table>
<thead>
<tr>
<th>Percentage</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>Correct the orientation and direction of the applied stress on the element.</td>
</tr>
<tr>
<td>15%</td>
<td>Mark the graph paper with accurate singing of tensile and compressive stress as well as normal and shear stress.</td>
</tr>
<tr>
<td>25%</td>
<td>Extract the values from the Mohr’s circle like Principle stress, shear stress as well as normal and shear stress.</td>
</tr>
<tr>
<td>50%</td>
<td>Draw the accurate point’s on the graph, draw the Mohr’s circle.</td>
</tr>
</tbody>
</table>

4) WEIGHTING FACTORS

Realistic measurements of learning outcomes are achieved by specifying weights (similar to what has been suggested regarding the relevance of weights for learning outcomes measurement by Moon, 2007 [6]; Liu and Chen, 2012 [82]) to different assessments according to a combination of their course grading policy and type. The first rationale in order of priority is the type of assessment so that higher weight is assigned to laboratory/design related assessments compared to purely theoretical assessments since laboratory/design work cover all three domains of Bloom’s taxonomy [27] cognitive, psychomotor and affective (as suggested by Salim, Hussain & Haron, 2013 [63]) or final exams over quiz since the final exam is more comprehensive and well-designed than a quiz and the students are generally more prepared for a final exam with many of their skills reaching a higher level of maturity and proficiency by then [41]. The second rationale in priority is to account for the percentage contribution of the given assessment to the final grade, which is derived from the course grading scale [41]. Table 5 shows the 4 course formats developed by the Faculty of Engineering at Islamic University to calculate the weighting factors for different assessment types. The rationale for developing a standardized assessment template for the Faculty of Engineering programs is:

a) To classify four kinds of course formats (refer Table 5)
   i. Courses without labs and without project/term paper
   ii. Courses without labs and with project/term paper
   iii. Courses with labs and without project/term paper
   iv. Courses with labs and with project/term paper

b) To classify assessments as initial, culminating, complex etc. and emphasize major assessment components that are holistic and the true reflection of actual students learning involving 3 domains of learning: cognitive, psychomotor and affective.

c) To develop appropriate weighting factors for different assessments in various course formats to accurately reflect combination of grading scale and level of learning.

Faculty first select the course format which matches their course design to obtain the multiplication factors for different assessment types. Then for a specific assessment type in the given course, its final weighting factor % is calculated by obtaining the product of its course grading scale and multiplication factor [24,35]. The formula for calculating the Weighting Factor (WF) for specific assessments is shown by Equation (1).

WF (Assessment X) = Grading Scale % (Assessment X) × Multiplication Factor (Assessment X)

D. PRACTICAL FRAMEWORK – DIGITAL PLATFORM EVAUTOOLS®

Several software applications are cited in literature including True Outcomes® for outcomes assessment due to the inadequacy of Blackboard® [32]. EvalTools® 6 is chosen as the platform for outcomes assessment instead of Blackboard® since it is the only tool that employs the FCAR and EAMU performance vector methodology [35,41,47,49,81]. This methodology facilitates the embedded assessments model by using existing curricular scores for outcomes measurement and assists in achieving a high level of automation of the data collection process. Mead and Bennet (2009) have also explicitly stated the practical efficacy of embedded assessments aligned with learning outcomes, thus avoiding unwanted resources spent on creating additional assessments [29]. Unfortunately, the focus of their work is predominantly on cognitive skills. They specifically mention the development of specific performance criteria and associated rubrics to be able to effectively create assessments that are accurately aligned to target student engineering activity in courses. The enhanced FCAR + Specific PIs methodology employed by EvalTools® provides effective CQI with embedded assessment technology and supports a holistic delivery coverage of curriculum by covering all the 3 domains and associated learning levels of Bloom’s Taxonomy.
The EvalTools® 6 FCAR module provides summative and formative options and consists of the following components: course description, COs indirect assessment, grade distribution, COs direct assessment, assignment list, course reflections, old action items, new action items, SOs and PI's assessment [35,41,47,49,81]. Web-based software EvalTools® 6 provides electronic integration of Administrative Assistant System (AAS), Learning Management System (LMS), Outcomes Assessment System (OAS) and Continuous Improvement Management System (CIMS) facilitating faculty involvement for realistic CQI [35,41,47,49,81]. The CIMS feature electronically integrates Action Items (AIs) generated from program outcomes term reviews with the Faculty of Engineering standing committees’ meetings, tasks list and overall CQI processes.

Figure 12 shows the architecture design of EvalTools® 6. EvalTools® 6 uses a database abstraction layer to interface with the database [49]. This design allows interface to any database; however, MySQL is used as the primary database server. Sessions and Class files are separate from the presentation layers. The structure of the architecture shown in Figure 12 has proven adaptive and agile for design changes or add-on modules [49].

![Figure 12. EvalTools® 6 system architecture (reproduced with permission from Makteam Inc.)](image)

EvalTools® is designed for day-to-day classroom activity and for gauging whether learning and teaching delivery is meeting standards. Its outcomes assessment module, in particular, integrates proven best assessment practices including a rubric-driven assessment model and an FCAR assessment model. EvalTools® product suite comprises of the following independent and yet integrated products [49]:

- EvalTools® Survey – an online survey system that handles end-of-term survey, alumni survey, senior-exit survey, employer survey and other customizable surveys
- EvalTools® LMS – covers essential elements for managing day-to-day classroom activities such as lessons, assignments, grade book, etc.
- EvalTools® OAS – an Outcomes Assessment System that is unique in its class and covers best assessment practices. It has a proven 14 years’ record of aiding universities for ABET accreditation. Recently, it also enabled universities to achieve excellent results with Middle-States accreditation

- EvalTools® CIMS – A Continuous Improvement Management System which electronically integrates corrective actions generated by outcome assessments and evaluation with the concerned stakeholders

1) FCAR AND PVT

The FCAR was initially developed by John K. Estell, Commissioner, Computing Accreditation Commission (CAC) ABET Inc. The FCAR has gradually expanded to include Performance Indicators (PIs) [47] and later classification of PIs according to Bloom’s three domains and their learning levels [24,41,42,68]. The Performance Vector Table (PVT) is explained in the later part of this section. The PVT Table facilitates the collection of outcomes data for all students assessed in the class [83]. Results of outcomes assessments are evaluated based on performance criteria, which have been published in much cited research on FCAR evaluations [47,81]. The FCAR presents a structured format for the presentation of various aspects of course evaluations. The FCAR template utilized in the web-based software EvalTools® 6 provides formative and summative options for real-time and deferred action based course evaluations. Two diagnostic options are available for faculty course evaluation purposes i) FCAR basic: displays old ported actions, new actions, reflections and EAMU vector results without plots for all assessments corresponding to each CO and ii) FCAR analytic: displays detailed histogram plots for student performances in all assessments with their weighting factors corresponding to each CO [47,49,68].

The overall FCAR structure consists of multiple items indicated in Figures A1-A6 of Appendix A. Figure A7 of Appendix A shows the process flow [42] for the FCAR + specific-generic PIs model classified per Bloom’s 3 domains using a 3-Levels Skills Grouping Methodology adopted by the EE, ME and CE programs at the Islamic University in Madinah [24,41,42]. The FCAR model implements ABET criteria which require the development of quantitative/ qualitative measures to ensure students have satisfied the COs which are measured using a set of specific or generic PI's/assessments and consequently the program level ABET SOs. Course faculty is directly involved in the teaching and learning process and interacts closely with all the enrolled students. An ideal CQI cycle would therefore include the course faculty in most levels of its process, to generate and execute action items that can directly target real-time improvement in student performances for ongoing courses. Models that involve program faculty or assessment teams that are not directly involved with the enrolled students will definitely not support real-time CQI which is an essential element of an authentic OBE system. The noteworthy aspect of this model shown in Figure A7 is that course faculty is involved in most CQI processes, whether at the course or program level [41,42,68]. The FCAR methodology applies various performance criteria for outcomes assessment and evaluation of individual students, class groups or programs [24,41,42,47,81]. Table 6 below illustrates
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EAMU PI levels, Heuristic rules for PVT and Heuristic rules to classify performance vectors in PVT [24,35,41,46,47]. An important point to note is that descriptors for EAMU scales shown in Table 6 are generic and applied to all PIs unless instructors opt to apply topic-specific descriptors of hybrid rubrics for assessing certain PIs of interest.

### Table 6. Heuristic rules for performance criteria:

<table>
<thead>
<tr>
<th>Category – Scale%</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent (E) (90 – 100)</td>
<td>Apply knowledge with virtually no conceptual or procedural errors</td>
</tr>
<tr>
<td>Adequate (A) (75 - 90)</td>
<td>Apply knowledge without significant conceptual errors and only minor procedural errors</td>
</tr>
<tr>
<td>Minimal (M) (60 - 75)</td>
<td>Apply knowledge with occasional conceptual errors and only minor procedural errors</td>
</tr>
<tr>
<td>Unsatisfactory (U) (0 - 60)</td>
<td>Significant conceptual and/or procedural errors when applying knowledge</td>
</tr>
</tbody>
</table>

### Heuristic rules for Performance Vector Tables (PVT):

<table>
<thead>
<tr>
<th>Category</th>
<th>General Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red Flag</td>
<td>Any performance vector with an average below 3.3 and a level of unsatisfactory performance (U) that exceeds 10%</td>
</tr>
<tr>
<td>Yellow Flag</td>
<td>Any performance vector with an average below 3.3 or a level of unsatisfactory performance (U) that exceeds 10%, but not both</td>
</tr>
<tr>
<td>Green Flag</td>
<td>Any performance vector with an average that is at least greater than 4.6 and no indication of unsatisfactory performance (U)</td>
</tr>
<tr>
<td>No Flag</td>
<td>Any performance vector that does not fall into one of the above categories</td>
</tr>
</tbody>
</table>

In Figure B1 (Appendix B), we see the performance vector for a civil engineering course, CE_201 Statics, showing the performances of 16 students for seven Course Outcomes (COs). In this clipped portion of the entire table generated by EvalTools® 6, we see COs 1, and 2 assessed for all 16 students in the class using multiple assessments. Aggregation of different types of assessments aligned to a specific learning outcome at the course level is achieved using a scientific weighted averaging scheme. This scheme gives priority to certain types of assessments over others based on their coverage of learning domains, percentage of course grading scales and maturity of students’ learning at the time of taking the assessments. Details of this weighted averaging approach have been provided by Hussain, Addas and Mak (2016) [24]. The CO1: ‘Define fundamental concepts of statics, system of units and perform basic unit conversions’; is assessed for every student in the class using multiple relevant assignments such as quiz 1 (QZ_1) and midterm-1 question 1 (Mid Term-1 Q-1), which are aligned to specific performance indicators and aggregated together using this scientific weighted averaging scheme. The performance vector provides details of each student’s performance in multiple assessments aligned to PIs that correspond to all the COs. Figure 14 summarizes the aggregate score achieved for all COs and their EAMU vectors for CE_201 Statics course. EvalTools® 6, employing the FCAR assessment model, facilitates electronic storage of the outcomes and assessment information for each student collected from several courses in every term. The FCARs from each course are further processed into a PVT for each SO.

### Assessment Level WFs Calculation Procedure

1. Faculty use EvalTools® 6 Assignment Setup Module to identify an assignment with a set of specific questions, or split an assignment to use a specific question or sub-question for outcomes assessment with relatively high coverage of a certain PI mapping to CO, ABET SO (for EAMU calculation).
2. EvalTools® 6 removes students who received DN, F, W or I in a course from EAMU vector calculations, and enters student scores on the selected assignments and questions for remaining students.
3. For each student, EvalTools® 6 calculates the weighted average percentage on the assessments, a set of questions selected by faculty. Weights for assessments are set according to the product of their percentage in the course grading scale and multiplication factor based on the course format (refer Table 5) and entered in the weighting factor section of the Assignment Setup Module.
4. EvalTools® 6 uses the average percentage to determine how many students fall into the EAMU categories using the pre-selected EAMU assessment criteria (refer Table 6).
5. EvalTools® 6 calculates the EAMU average rating by rescaling to 5 for a weighted average based on a 3-point scale as shown in Equation (2).

\[
EAMU \text{ average} = \frac{2E+2A+1M+0U}{E+A+M+U} \times \left(\frac{5}{3}\right) \tag{2}
\]

Table 7 shows an example of how EAMU vectors are computed for a specific PI. PI HW3 and HW8 are selected for measuring a specific PI ABET_PI_5-3. These assessments are weighted according to the course grading policy and multiplication factor. Let’s say the weights are 5% for HW3 and 7% for HW8. The percent-weighted score is computed by Equation (3): The PI EAMU classification for each student in the class, as indicated in the second column is obtained from this % weighted average. The PI EAMU vector (3,1,2) for the entire class in the last column is obtained based on the count of students belonging to each of the categories as defined by: Excellent: scores >= 90%; Adequate: scores >= 75% and < 90%; Minimal: scores >= 60% and < 75%; and Unsatisfactory: scores < 60%. In this case, there are 3 students with scores belonging to E; 1 student in A; 1 student in M; and 2 students in U; categories.
Finally, the weighted average of the EAMU vector for this specific PI_5_3 is 2.86, which is obtained as per Equation (2).

<table>
<thead>
<tr>
<th>Table 7. Calculation of aggregated EAMU† for a PI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>student 1</td>
</tr>
<tr>
<td>student 2</td>
</tr>
<tr>
<td>student 3</td>
</tr>
<tr>
<td>student 4</td>
</tr>
<tr>
<td>student 5</td>
</tr>
<tr>
<td>student 6</td>
</tr>
<tr>
<td>student 7</td>
</tr>
</tbody>
</table>

EAMU (4.1,1.1) (2.1,2.2) (3.1,1,2) Average 3.81 2.38 2.86

†Excellent: 90%-100%; Adequate: 75%-89.99%; Minimal: 60%-74.99%; Unsatisfactory: 0-59.99%

\[
\frac{20}{30} \times \frac{wf1 + 40}{60} \times \frac{wf2}{2} = 66.67
\]  

In Figure B3 (Appendix B) is a CE_201 Statics course example showing Final Exam Q1 WF calculation using equation (1). The course format 1 from Table 5 is applied since there are no labs and/or project assessments in this course. The WF for Final Exam Q1 is calculated as 80%. Figure B4 (Appendix B) shows a portion of the analytical FCAR for CE_201 Statics course. CO6 is aggregated for assessments QZ4 (WF 1.25%), Final Exam Q1 (WF 80%) and Q2 (WF 80%). The Final Exam Q1 and Q2 dominate QZ4 contribution in the overall weighted average computation of CO6.

Program Level Skills Aggregation and Weighting Factors [24]

The philosophy behind the implementation of this Hierarchy-Frequency Weighting-Factor Scheme (HFWFS) for program learning domains evaluations is to consider a combination of two critical factors:

(a) to implement a hierarchy of skills by giving prevalence to those assessments that measure skills of the highest order over others. For example, mastery-advanced level PIs will have a higher prevalence than those for the reinforced-advanced level; and

(b) to consider the counts of assessments implemented in a certain learning level since outcomes assessment is directly equivalent to learning. Table 8 shows the calculation of weighting factors for various learning levels of the Mastery, Reinforced and Introductory courses, which are then applied to measured PIs in given course levels to compute the final program ABET SO ‘a’ value.

The detailed calculation for each column in Table 8 is reported in past research [41] and also shown here:

The Learning Distribution % (LD)

Equation (4) shows the percentage of total assessments implemented in all courses for each learning level. Table 8 shows that for ABET SO ‘a’ (SO_1), 6 assessments out of 70 were implemented in reinforced-level courses measuring intermediate level PIs for all 3 domains composite. Assessments in this level accounted for 8.57% of learning.

\[
LD(i) = \frac{\text{count}(i)}{\text{Total count}} \times 100
\]  

The Progressive Distribution % (PD)

Equation (5) calculates PD by summing LD values according to the hierarchy of the skills levels. Mastery courses and advanced skill levels are assigned the highest progressive distribution value.

\[
PD(i) = \sum_{i=1}^{n} LD(i)
\]  

The Relative Distribution % (RD)

Equation (6) calculates RD by dividing the PD(i) value with LD(m): the non-zero minimum value (learning level ‘m’) of the set of LD values corresponding to all the learning levels 1 to i.

\[
RD(i) = \frac{PD(i)}{\text{Min} - \text{non} - \text{zero} \{LD(1), LD(2), ..., LD(i)\}}
\]  

The Weighting Factors WF(i) for the various measured learning levels given by Equation (7) for ABET SO ‘a’ (SO_1) are calculated by multiplying LD(i) with RD(i).

\[
WF(i) = LD(i) \times RD(i)
\]  

Table 8. Calculation of weighting factors for various learning levels of Mastery, Reinforced and Introductory courses

<table>
<thead>
<tr>
<th>ABET SO_1, SO_6</th>
<th>Course-level PI-Level</th>
<th>Count(I) in term</th>
<th>Learning Distribution %</th>
<th>Progressive Distribution %</th>
<th>Relative Distribution %</th>
<th>Weights %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>MASTERY-ADV</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>6.00%</td>
</tr>
<tr>
<td>2</td>
<td>MASTERY-INTER</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>6.00%</td>
</tr>
<tr>
<td>3</td>
<td>MASTERY-ADV</td>
<td>0.80%</td>
<td>100.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>6.00%</td>
</tr>
<tr>
<td>4</td>
<td>REINFORCED-ADV</td>
<td>1.43%</td>
<td>100.00%</td>
<td>2.43%</td>
<td>3.48%</td>
<td>6.00%</td>
</tr>
<tr>
<td>5</td>
<td>REINFORCED-INTER</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>6.00%</td>
</tr>
<tr>
<td>6</td>
<td>REINFORCED-ADV</td>
<td>0.00%</td>
<td>100.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>6.00%</td>
</tr>
<tr>
<td>7</td>
<td>INDUCTION-ADV</td>
<td>0.00%</td>
<td>100.00%</td>
<td>1.32%</td>
<td>1.80%</td>
<td>6.00%</td>
</tr>
<tr>
<td>8</td>
<td>INDUCTION-INTER</td>
<td>5.18%</td>
<td>40.00%</td>
<td>1.32%</td>
<td>1.80%</td>
<td>6.00%</td>
</tr>
<tr>
<td>9</td>
<td>INDUCTION-ADV</td>
<td>8.00%</td>
<td>52.80%</td>
<td>3.40%</td>
<td>5.00%</td>
<td>6.00%</td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6.00%</td>
</tr>
</tbody>
</table>

ABET SOs Weighted Average Values Calculations for Program Evaluations

This section illustrates how the weighted average value of 3.42 for ABET SO ‘f’ (SO_6) highlighted in Table 9 is
obtained. The values in the rightmost column WF(i) in Table 9 are the weights for different learning levels related to ABET SO ‘f’. Figure B5 shows the detailed list of specific PIs measured by the CE program in term 382 (Spring 2018) for ABET SO ‘f’ (SO_6) and classified according to Bloom’s 3 domains and learning levels.

Table 9 shows the weighted average values, weighting factors WF(i) for learning levels, Bloom’s learning levels for specific PIs measured from reinforced and introductory level courses for ABET SO ‘f’ program evaluation. Figure B6 (Appendix B) shows WFs defined for 3-Level Skills Advanced, Intermediate and Elementary measured in Mastery, Reinforced and Introductory courses. Since assessments corresponding to SO ‘f’ (SO_6) in term 382 (Spring 2018) covered PIs and skills targeting an advanced level of the Affective domain: Internalization; in just Mastery and Reinforced courses, the WFs for other skill levels were obviously defined as zero and thus not taken into account. For example, consider the ABET_PI_6_5 shown in Table 9. It is classified as an Affective domain Internalizing level per Bloom’s learning model and is an Advanced skill level per the 3-Level Skills Grouping Methodology [24,41]. This PI is measured in a Mastery course CE_482, Contracts and Construction Engineering. It has an EAMU value of 3.21. From Figure B6 (Appendix B), the PI weighting factor for the Advanced level is 300. The column labeled Avg*WF displays 963 as the product of the EAMU weighted average value 3.21 with the PI weighting factor 300. The final ABET SO ‘f’ weighted average value is calculated according to Equation (8). The sum of values in column Avg*WF is 3162.25. This sum value is then divided by 925, the sum of the column WF, giving 3.42 as highlighted in yellow in Table 9.

Table 9. ABET SO ‘f’ calculation for CE program Term 382 evaluation showing EAMU weighted average values, weighting factors, Bloom’s learning levels for specific PIs measured in Reinforced and Mastery level courses

<table>
<thead>
<tr>
<th>Code</th>
<th>Course Code</th>
<th>Name</th>
<th>Course Level</th>
<th>E</th>
<th>A</th>
<th>M</th>
<th>U</th>
<th>Avg.</th>
<th>WF</th>
<th>Avg X</th>
<th>Bloom's Learning Level</th>
<th>3-Level Skills Grouping</th>
</tr>
</thead>
<tbody>
<tr>
<td>abet_PI_6_5</td>
<td>CE_482_2256</td>
<td>CONTRACTS AND CONSTRUCTION ENGINEERING</td>
<td>Mastery</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>0</td>
<td>3.21</td>
<td>300</td>
<td>963</td>
<td>Internalizing values</td>
<td>Advanced</td>
</tr>
<tr>
<td>abet_PI_6_6</td>
<td>CE_321_2217</td>
<td>SOIL MECHANICS</td>
<td>Reinforced</td>
<td>0</td>
<td>5</td>
<td>6</td>
<td>2</td>
<td>2.05</td>
<td>25</td>
<td>51.25</td>
<td>Internalizing values</td>
<td>Advanced</td>
</tr>
<tr>
<td>abet_PI_6_6</td>
<td>CE_482_2256</td>
<td>CONTRACTS AND CONSTRUCTION ENGINEERING</td>
<td>Mastery</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>3.21</td>
<td>300</td>
<td>963</td>
<td>Internalizing values</td>
<td>Advanced</td>
</tr>
<tr>
<td>abet_PI_6_26</td>
<td>CE_417_2229</td>
<td>STEEL STRUCTURES DESIGN</td>
<td>Mastery</td>
<td>3</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>3.96</td>
<td>300</td>
<td>1188</td>
<td>Internalizing values</td>
<td>Advanced</td>
</tr>
</tbody>
</table>

\[
\text{ABET SO 'a' weighted average} = \frac{\sum_{i=1}^{n} \text{Avg} \times WF}{\sum_{i=1}^{n} WF} \quad (8)
\]

2) SPECIFIC PIs DATABASE

The Faculty of Engineering programs have developed a state of the art digital database consisting of specific and generic PIs classified as per the 3 Bloom’s domains and their learning levels through a very exhaustive and elaborate ongoing process to comprehensively measure engineering activities corresponding to ABET SOs for various skills levels in the Introductory, Reinforced and Mastery level courses while fulfilling Washington Accord engineering graduate attributes, knowledge, and professional competency profiles [69]. Figure C1 (Appendix C) shows portions of the database for PIs corresponding to ABET SO1 and SO7. Each PI is allocated an index and classified into affective, psychomotor and cognitive domains of Bloom’s taxonomy and their learning levels. The (abet_PI_1_67): Cognitive Analyzing Calculate the volume flow rate or pressure difference at specific points in containers for flow problems by applying Bernoulli’s equation that relates the total energy density at one point on a streamline to the value at another point is classified as Cognitive Analyzing related to ABET SO_1 on problem-solving due to cognitive learning activity related to study of given flow parameter, pressure and energy density combinations. Samples of PIs classification corresponding to various revised ABET SOs (1-7) are listed...
below. Justifications are provided based on the type of learning activity for the PIs classification as cognitive domain with learning levels: creating, evaluating, analyzing, applying, understanding or remembering; psychomotor domain with learning levels: origination, adaptation, complex overt response, mechanism, guided response, set or perception; and affective domain with learning levels: internalizing, organizing, values into priorities, valuing, responding or receiving.

Cognitive Learning Domain

1- [abet_PI_1_1] Cognitive: Understanding Explain the mechanical properties of materials like yield strength, Young's modulus, ultimate tensile strength, fatigue strength, creep strength, toughness, brittleness, ductility, hardness, elongation, brittleness etc.

Justification: Student learning activity related to understanding fundamental ME theory for problem solving, ABET SO ‘1’ is classified as an understanding learning level of Bloom’s cognitive domain. Since students describe the required fundamentals of ME theory, this PI is classified as an understanding learning level.

2- [abet_PI_1_76] Cognitive: Analyzing Analyze flow distribution in given fluid mechanics problems; calculate/ use velocity profile from given internal flow conditions (pipes, plates, rectangular duct etc.) or provided information; apply Newton's law of friction to calculate shear stress for laminar or turbulent flow at the wall or inside the flow

Justification: Student learning activity related to problem-solving for ABET SO ‘1’ is classified as an analyzing learning level of Bloom’s cognitive domain. Since students analyze given ME problems and perform appropriate formulation to solve, this PI is classified as an analysis learning level.

3- [abet_PI_1_1] Cognitive: Understanding Describe the fundamentals of communication systems, such as amplitude and frequency modulation (AM, FM), pulse modulation (amplitude, width and position), sampling, division multiplexing (frequency and time)

Justification: Student learning activity related to understanding fundamental EE theory for problem solving, ABET SO ‘1’ is classified as an understanding learning level of the Bloom’s cognitive domain. Since students describe required fundamentals of EE theory, this PI is classified as an understanding learning level.

4- [abet_PI_1_85] Cognitive: Analyzing Determine the geometric properties for different cross sections such as circular, rectangular, rods, wide flanges, channels, angles, tees, etc.; compute centroid, first moment, second moment of inertia, polar moment of inertia, radius of gyration, sectional modulus and elastic modulus

Justification: Student learning activity related to problem solving ABET SO ‘1’ is classified as an analyzing learning level of Bloom’s cognitive domain. Since students analyze given CE problems and perform appropriate formulation to solve, this PI is classified as an analysis learning level.

Psychomotor Learning Domain

1- [abet_PI_6_27] Psychomotor: Adaptation Implement required testing procedures on manufactured components using standardized testing equipment as per various engineering standards (AISI, ASTM, ISO, ASME, etc.) to assess stress, strain, cracks, excessive deformations, necking, strength, ductility etc., identify the root cause of failures to apply corrective measures for qualifying the manufactured component

Justification: Student learning activity related to the setup of experimental apparatus for ABET SO ‘6’ is classified as an adaptation learning level of Bloom’s psychomotor domain. Since students adapt standard ME experimental procedures in various experiments, this PI is classified as an adaptation learning level.

2- [abet_PI_6_2] Psychomotor: Adaptation Design and construct different types of control systems and setups such as proportional control and proportional-integral-derivative control schemes, temperature process control, servomotor, motor-generator torque, two tank level system, second order line etc.; assemble or connect the circuit as per specifications or design requirements and choose appropriate components/modules/equipment

Justification: Student learning activity related to the setup of experimental apparatus for ABET SO ‘6’ is classified as an adaptation learning level of Bloom’s psychomotor domain. Since students adapt standard electrical engineering experimental procedures in various experiments, this PI is classified as an adaptation learning level.

3- [abet_PI_6_7] Psychomotor: Adaptation Setup equipment such as Vicat apparatus, sieve etc.; prepare the cement and water paste using appropriate proportions; calibrate needle, scale and bowl etc.; make observations of gauge and needle for determining the properties like initial and final setting time, normal consistency of cement, soundness, specific gravity, paste strength, hardness, fineness modulus for various types of cement such as OPC, SRC, LHC, RHC and special cement like slag, Pozzolan, fly ash, silica foam, rice husk ash etc.

Justification: Student learning activity related to the setup of experimental apparatus for ABET SO ‘6’ is classified as an adaptation learning level of Bloom’s psychomotor domain. Since students adapt standard CE experimental procedures to perform various experiments, this PI is classified as an adaptation learning level.

Affective Learning Domain

1- [abet_PI_2_23] Affective: Internalizing values Develop the mathematical model of the solution to the design problem: Apply selected methods for design with appropriate engineering principles; Select specific engineering parameters corresponding to the variable and/or required specifications related to materials for performing complete mathematical analysis of the final proposed design; Calculate yield strength, ultimate strength, fatigue strength, creep strength, toughness, hardness, elasticity, ductility,
compressibility and collapsibility etc.; Analyze microstructure, chemical composition, phases etc. to fulfill both the customer requirements and realistic constraints such as economic, environmental, social, political, ethical, health and safety, manufacturability, and sustainability considerations.

**Justification:** Student learning activity related to design for ABET SO ‘2’ is classified as an internalization learning level of the Bloom’s affective domain. Since students learning activity is driven by design objectives related to fulfillment of customer requirements and realistic constraints such as economic, environmental, social, political, ethical, health and safety, manufacturability, and sustainability, this PI is classified as an internalization learning level.

2- [abet_PI_5_4] **Affective** Internalizing values Contribute actively to prepare the team contract with collaboration of team members and faculty; define conditions of team contract such as general policy, operations, scope of project, team project roles, major assignments, meeting schedule, communications and policy for conflict resolution; elaborate individual and team member strengths and weaknesses with faculty and colleagues related to the definition of team roles; collect and verify CVs appropriately aligned to required roles; submit signed team contract with finalized assignment of team roles.

**Justification:** Student learning activity related to teamwork for ABET SO ‘5’ is classified as an internalization learning level of Bloom’s affective domain. Students actively participate in preparing a team contract that consists of general policy, operations, scope of project, team project roles, major assignments, meeting schedule, communications and policy for conflict resolution. Since the efficacy of the team operation depends on the team contract defining professional ethics, this PI is classified as an internalization learning level.

3) HYBRID RUBRICS

EvalTools® provides dual features to instructors wherein they can program rubrics tailored to assessments in courses or utilize the rubrics aligned to the PIs databases. The hybrid rubrics are used by both students and instructors for estimating the level of performances and verify score marking for various assessments. The database consists of rubrics related to PIs for the 7 ABET SOs classified according to three domains of Bloom’s taxonomy. As shown in Figure 13, The Faculty of Engineering Quality and Accreditation (QA) Office in close coordination with all faculty members of the EE, ME and CE programs has employed a 3 years rotating plan for development and implementation of a sophisticated database of hundreds of rubrics. The plan was implemented in term 391 (Fall 2018) wherein 3 rubrics were developed covering major learning activities in every core course for application in Mid-terms 1 and 2, and Final exams. The second iteration for development of a set of 3 additional rubrics began in term 411 (Spring 2020).

![Figure 13. A recent 3 years cycle for development and implementation of hybrid rubrics](image)

Table 10 shows COs, PIs and rubrics implemented at the CE, EE and ME programs [2014-19] for various types of learning activities such as teamwork, safety regulations, professional ethics, experimentation, capstone design, problem solving, report writing, poster and oral presentations, metacognition in lifelong learning. Appendix C *PIs and Hybrid Rubrics* provides samples of PIs and Hybrid Rubrics databases on the EvalTools® platform.

<table>
<thead>
<tr>
<th>SKILLS</th>
<th>COURSE OUTCOMES</th>
<th>THEORY &amp; PROBLEM SOLVING</th>
<th>DESIGN</th>
<th>COMMUNICATION</th>
<th>SAFETY, STANDARDS &amp; PROFESSIONAL ETHICS</th>
<th>TEAMWORK</th>
<th>EXPERIMENTATION</th>
<th>LIFELONG LEARNING</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SO1</td>
<td>SO2</td>
<td>SO3</td>
<td>SO4</td>
<td>SO5</td>
<td>SO6</td>
<td>SO7</td>
<td></td>
</tr>
<tr>
<td>PROGRAM</td>
<td></td>
<td>PIS RUBRICS</td>
<td>PIS RUBRICS</td>
<td>PIS RUBRICS</td>
<td>PIS RUBRICS</td>
<td>PIS RUBRICS</td>
<td>PIS RUBRICS</td>
<td>PIS RUBRICS</td>
<td>PIS RUBRICS</td>
</tr>
<tr>
<td>CE</td>
<td>192</td>
<td>194</td>
<td>65</td>
<td>77</td>
<td>14</td>
<td>23</td>
<td>6</td>
<td>78</td>
<td>8</td>
</tr>
<tr>
<td>ME</td>
<td>176</td>
<td>144</td>
<td>51</td>
<td>54</td>
<td>13</td>
<td>15</td>
<td>1</td>
<td>53</td>
<td>11</td>
</tr>
<tr>
<td>EE</td>
<td>144</td>
<td>211</td>
<td>70</td>
<td>58</td>
<td>6</td>
<td>20</td>
<td>1</td>
<td>64</td>
<td>4</td>
</tr>
<tr>
<td>ENGR</td>
<td>56</td>
<td>76</td>
<td>0</td>
<td>15</td>
<td>0</td>
<td>18</td>
<td>0</td>
<td>51</td>
<td>0</td>
</tr>
<tr>
<td>SUMMARY</td>
<td>568</td>
<td>625</td>
<td>186</td>
<td>204</td>
<td>33</td>
<td>76</td>
<td>8</td>
<td>246</td>
<td>23</td>
</tr>
</tbody>
</table>

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/
4) SOs, PIs EVALUATIONS

The complete assessment strategy for each measured ABET SO and estimation of program-level competencies is provided in the 3 phase SOs, PIs and learning domains evaluation modules’ term summary [24,41,68]. The term summary contains detailed information on the type of assessments used, their course levels, counts, learning distributions, and skill levels of the associated performance indicators [24,41,68]. Any existing deficiencies in current assessment models for measured ABET SOs are identified through a detailed 3 phase program term review process conducted by faculty members. Student performances at the course level are measured using PIs and then aggregated at the program level with scientific weighting factors for a corresponding term to contribute to the final SO value [24,41,68]. Figure D1 (Appendix D) shows a sample PIs evaluation snapshot showing the revised 7 ABET SOs results for the EE program term 391 (Fall, 2018). In this case, the SO_7 related to lifelong learning is examined for any failing PIs. Color-coded results correspond with the performance criteria and heuristics rules mentioned in Table 6. As shown in Figure D2 (Appendix D), PIs evaluations list the SOs results with contributing courses which can be accessed using the activate FCAR options. This enables reviewers with the capability to audit any potential issues with course reflections and subsequent actions. The PIs and SOs evaluation is focused on failing SOs and PIs for analysis and discussions relating to improvement. Figure D3 (Appendix D) shows the PI review comments for PI_4_7 and ABET SO ‘4’ for the EE program in term 391. All the comments of the reviewers from PIs evaluations are rolled up into the SOs evaluation executive summary report. A cut portion of the executive summary report showing ABET SO_5 for the EE program term 391 (Fall 2018) is shown in Figure 14 below. An overall summary with final status of performance for revised ABET SO 5 is shown as Meeting Expectations. A list of reviewers and failing PIs with any documented corrective actions are reported in the executive summary

EvalTools® provides the following program term review evaluation reports in printable word or pdf format [41,68]:

   a) SO executive summary
   b) Detailed SO/PI executive summary
   c) SO/PI Performance Vector Table PVT summary and
   d) Course reflections/action items

Cut portions of these reports are presented in Appendix E for better understanding.

5) LEARNING DOMAINS EVALUATIONS

In the programs’ term review learning domains evaluation, estimated learning distributions in Bloom’s 3 domains and their 3 skills levels are compared with target ideal values to generate several CQI activities such as the modification or development of: teaching and learning activities; course outcomes; course topics; and assessments and associated PIs to correct the existing learning distribution deficiencies [41]. The FCAR embedded assessment methodology, Hierarchy Frequency Weighting-Factors Scheme (HFWS) combined with digital technology, promotes easy development and usage of formative assessments, making each phase of the course, curriculum delivery transparent to all stakeholders and provides precise information of where and why performance weaknesses exist for timely remedial actions. The implemented assessment and evaluation methodology encourages faculty to use relevant information for real-time modifications. The generation of assessments and their mapping to specific PIs for measurement followed up with failure identification, and remedial action is a total faculty affair, thereby creating the ideal situation for CQI in engineering education [24,41,42,68]. Since assessments are equivalent to learning in the OBE model [25,90], the Faculty of Engineering has decided to consider the type of assessments, their frequency of implementation, and the learning levels of measured specific PIs in Bloom’s 3 domains for courses and overall program evaluations [41]. At the course level, the types of assessments are classified using the course formats chart to calculate their weighting factors [24,35,41,68], which are then applied using the setup course portfolio module of EvalTools® 6 [23]. The results can be seen in the FCAR and are used for course evaluations. The program level ABET SO evaluations employ a weighting scheme HFWS, which considers the frequency of assessments implemented in courses for a given term to measure PIs related to specific learning levels of Bloom’s domains [41].
Figure 15 shows the EE program term 382 (Spring, 2018) composite learning domains evaluation data for 11 ABET SOs. For each SO, the counts of total assessments and their aggregate average values are tabulated for each learning level [41]. Figure 15 also shows the overall percentage learning distribution in each learning level for all the 11 ABET SOs. The counts of assessments in various learning levels and their calculated values for all 11 ABET SOs are displayed for each learning domain [41]. The ABET SO ‘a’ (SO_1) is highlighted for understanding. The bottom portion of Figure 15 shows average values calculated on a 5.0 scale for the cognitive, affective and psychomotor domains, providing a good overall indication of how the program has performed in each learning domain. The pie chart indicates the EE program term 382 outcomes assessment activity percentage distribution in the 3 Bloom’s learning domains. Figure 38 shows analytical results of learning distribution for 11 ABET SOs in the individual cognitive, affective and psychomotor—Bloom’s domains of learning. A detailed term review report for each program was compiled with information on efforts for improvement targeting comprehensive coverage of each ABET SO to achieve curriculum delivery according to the Ideal Learning Distribution Model. Figure D5 (Appendix D) shows the learning domains composite and individual ABET SOs learning domain evaluations review reports for the EE program for a specific term, in which the ABET SOs coverage of the Bloom’s 3 domains and their learning levels, categorized as per the 3-Skills Level Methodology, are studied and discussed. In the left column, a report of discussion and reflections for composite learning domains evaluation and learning distribution for individual SOs are indicated, where the overall percentage distribution of learning in the 3 domains, ABET SOs coverages, are analyzed and comments entered with a possible categorization of serious and other types of concerns for corrective action. In the right column, corrective actions for both composite and individual SOs learning domain evaluations are reported for follow up activity related to improvement in teaching/learning strategy, infrastructure, administrative process, or refinement of the current term’s SOs assessment plan.

Figure 15. Learning domains evaluation for EE program showing all 3 domains’ composite data with assessments counts and their aggregate average values for various learning levels and ABET SO ‘a’ highlighted

6) ADVISING BASED ON OUTCOMES

Student Level Evaluation and CQI

The Faculty of Engineering has implemented student advising systems employing the FCAR + specific/generic PIs classified per Bloom’s domains and 3-Levels Skills Grouping methodology, and EvalTools® [68,91]. A YouTube video also presents some detail of the features of this module and how individual student skills data is collected by using specific PIs, course assessments and integrated by faculty into academic advising [89]. Figure 16 illustrates a list of ABET SOs for previous (a-k) criteria calculated from PIs measurements for a typical student evaluation. The student skills SOs data is realistic and corresponds closely with actual student performances since 16 essential elements of precision assessment have been implemented to ensure outcomes data is as accurate as possible [24,41,68,91].
Figure 16 shows how the ABET SO data is computed for each individual student. The PVT methodology of the automated FCAR facilitates the term wise collection of all (a-k or 7) SOs assessment data for each student. Appropriate WFs are applied to various assessments and skill types to obtain a high level of accuracy in the final outcomes data computations. Advisors and students can review analytical detail regarding student outcome performances and use the diagnostic features of EvalTools® advising module to obtain precise term wise information regarding contributing courses and various types of assessments [68,91]. Figure F1 (Appendix F) clearly indicates the type of assessments, EAMU scale and score, WF, term and overall average PI score.

**Academic Advising Reporting Using EvalTools® 6**

Advisors are electronically assigned advisees on the advising module of EvalTools®. Advisors create digital repositories of meetings information with their advisees using EvalTools®. The benefit of this digital system is the ease of access and quick traceability into the history of student meetings and notes. The program coordinator can upload the current degree plans for advisor access.

As shown in Figure F2 (Appendix F), advisors upload necessary documentation like academic plans, transcripts or any other pertinent information for advising or career guidance. All notes added by the advisor can be either made visible to students or strictly confidential for access by the advisor and the program coordinator [68,91]. Advisors can very easily verify whether students actually access their advising notes so that follow up actions in future meetings are adequately planned. The Faculty of Engineering programs are intending to implement advanced features related to the evaluation of professional development and lifelong learning using the advising module provided by EvalTools®.

---

**Academic Advising Based on Outcomes Using EvalTools® 6**

OBE is an educational theory that bases every component of an educational system around essential outcomes. At the conclusion of educational experiences, every student should have achieved essential or culminating outcomes. Classes, learning activities, assessments, evaluations, feedback, and advising should all help students attain the targeted outcomes. The National Academic Advising Association (NACADA) guidelines for academic advising also state that each institution must develop its own set of student learning outcomes and the methods to assess them [92]. NACADA states student learning outcomes for academic advising are “an articulation of the knowledge and skills expected of students as well as the values they should appreciate as a result of their involvement in the academic advising experience”. These learning outcomes answer the question, “What do we want students to learn as a result of participating in academic advising?” [92]. Assessment of student learning should be a part of every advising program. ABET Criterion 1 for accreditation specifically states “Student performance must be evaluated. Student progress must be monitored to foster success in attaining student outcomes, thereby enabling graduates to attain program educational objectives. Students must be advised regarding curriculum and career matters” [11]. So individual student skills data or results would be both a fundamental requirement and pivotal base for the entire academic advising process to initiate and continue successfully. In fact, the ongoing and continual assessment of individual student skills would actually be the litmus test for a successful academic advising process. Figure F3 (Appendix F) shows how an elementary form of academic advising based on outcomes was initiated by engineering programs in the term 381 (Fall 2017). Currently, advisors report the failing ABET SOs and have a general discussion of the composite results with students. Eventually, the intention is to gradually expand the scope of this advising process to interact with both students and their course.
instructors with valuable feedback for enhancement of target skills derived from advising meetings based on outcomes [68,91].

7) CIMS

Course Level Real Time and Deferred Actions and Elevated Program Level Actions

The main categories for corrective actions shown in Figure 17 for Faculty of Engineering programs’ CQI process flow are program and course level actions. Faculty members perform assessment and evaluation, failure analysis of course outcomes, and write reflections, then generate real-time and deferred course level actions. The sequential content of course topics, WFs, and corresponding PI data for assessments facilitate the application of formative corrective approaches for real-time mediation of student performance failures. Other actions related to any deficiency in culminating assessments, course topics, lecture outline etc. may necessitate deferred actions that will be applied by the instructor in the next offering of the course. As shown in Figure 17 some course actions are not the scope of the faculty and are therefore elevated in program term reviews as program-level actions to be electronically transferred with appropriate prioritization to concerned administrative committees for closure.

![Figure 17. Course level actions - real time and deferred actions](image)

Program and Administrative Committee Action Items, Reporting and Documentation

The Faculty of Engineering programs have implemented the CIMS of EvalTools® for seamless operations, documentation and reporting of CQI activity for 20 standing administrative committees such as Academic Advising, Examinations and Scheduling, Capstone Design, Vocational Training, Strategic Planning, Quality and Accreditation, Academic Affairs, Course and Curriculum Development, Graduate Studies, Human Resources, Alumni, External Advisory, Research and Community Service etc. Meeting minutes, AIs and any necessary documents are all reported electronically. Hundreds of thousands of documents collected from the year 2014 to date, related to CQI activity for the EE, CE and ME programs are available in digital format on a cloud-based environment.

The Program and Administrative actions are either elevated or transferred to the concerned committee or are generated by the committee itself. As shown in Figure G1 (Appendix G), meeting minutes consist of items such as brainstorming, selected agenda items and included or generated AIs. Attendance sheets and any other documentation related to meetings are uploaded in meeting minutes’ folders. Each meeting is assigned a unique electronic ID and is closed once finalized by the chair of the Program. AIs are either generated or transferred electronically. AIs are prioritized as Urgent (2 weeks closing time), High (3 weeks closing time), Normal (1-month closing time), Medium (2-month closing time), Low (3 months closing time). Each AI is assigned a unique electronic ID, consists of a time stamp, assignee and assigner information. The status of AI is either open or closed and relevant remarks are entered by the assignee/assigner at the time of change of status. Figure G2 (Appendix G) shows a sample window of AIs in the tasks list for the ME program committee in CIMS module of EvalTools®. As shown in Figure G3 (Appendix G) below, multiple folders have been created for EE, ME and CE program committees to maintain digital information corresponding to program-level CQI activity relating to various categories such as ABET, ME Committee, Course Folders, NCAAA, Program Term Reviews etc.

The ME program’s ABET folder, as shown in Figure G4 (Appendix G) consists of the following subfolders:

- Advising (Q1)
- Course Delivery Process (Q1)
- Course_Exit_Survey_Schedule (Q1)
- Degree Plans (Program Curricular Information)
- EOT Program Assessment (Q2)
- FCAR_Checklist (Q2)
- ME Dept. Budget (Fiscal And Budget Planning)
- Midterm Report (Q2)
- PDCA Cycles (Quality Cycles Flow Charts)
- Rubrics Development (Q1)
- Rubrics Implementation Process (Q1)
- Student_Graded_Work_Checklist (Q2)
- Syllabus_Completion_Form (Q2)
- Term_Wise_SO_Assessment_Plan (Q2)

Objective evidence for CQI activity related to the PDCA quality cycles Q1 and Q2 is also indicated in parentheses for the subfolders above. Figure G5 (Appendix G) shows the data collected as objective evidence for several terms for CQI activity related to PDCA quality cycle Q2: Course evaluation, feedback, and improvement for the EE program. Committee meetings folders as shown in Figure G6 (Appendix G) have been created for CE program meetings based on the month and their electronic ID.
Meetings minutes and associated documentation are uploaded accordingly in corresponding folders. NCAAA folders contain any documentation related to the Saudi Arabian National Accreditation Agency NCAAA [13]. Reviews folders shown in Figure G7 (Appendix G) consist of evidential documentation related to PDCA quality cycle Q1: Program Term Review such as executive summary, SO/PI PVT, Course reflections/actions reports for SOs, PIs and Learning Domain Evaluations related to the CE program term reviews which are conducted every term.

E. PRACTICAL FRAMEWORK – SUMMARY OF DIGITAL TECHNOLOGY AND ASSESSMENT METHODOLOGY

The Faculty of Engineering has studied various options for developing its assessment methodology and systems [19,20,22,28,32,34,36,37,44,45,46,48,81] to establish actual CQI and not just to fulfill ABET accreditation requirements [11]. The following points summarize the essential elements chosen by the faculty to implement state-of-the-art assessment systems for achieving realistic CQI in engineering education [24,41,91]:

1. OBE assessment model
2. ABET, EAC outcomes assessment model employing PEOs, 11/7 ABET EAC SOs and PIs to measure COs.
3. Measurement of outcomes information in all course levels of a program curriculum: Introductory, Reinforced and Mastery.
4. The FCAR utilizing the EAMU performance vector methodology.
5. Well-defined performance criteria for course and program levels.
6. A digital database of specific PIs and their hybrid rubrics classified as per Bloom’s revised 3 domains of learning and their associated levels (according to the 3-Level Skills Grouping Methodology).
7. Unique Assessment mapping to one specific PI.
8. Scientific Constructive Alignment for designing assessments to obtain realistic outcomes data representing information for one specific PI per assessment.
9. Integration of direct, indirect, formative, and summative outcomes assessments for course and program evaluations.
10. Calculation of program and course level ABET SOs, COs data based upon weights assigned to type of assessments, PIs and course levels.
11. Program as well as student performance evaluations considering their respective measured ABET SOs and associated PIs as a relevant indicator scheme.
12. The Program Term Review module of EvalTools® consisting of 3 parts a) Learning Domains Evaluation b) PIs Evaluation and c) ABET SOs Evaluation

V. DESCRIPTION OF ASSESSMENT PROCESS AND ACTIVITY

According to the process flow for FCAR + Generic/Specific PIs model, which implements OBE principles and ABET accreditation criteria, the PEOs, SOs, COs, PIs and hybrid rubrics have to be developed, implemented, assessed, evaluated for deficiencies and improved based on subsequent actions for CQI. Therefore, elaborate CQI processes embedded in quality (Plan, Do, Check and Act) PDCA cycles proposed by Deming and Shewart [66] have been implemented at the CE, EE and ME programs at IU. Table 11 shows some detail regarding the process, participants, and frequency of assessment and evaluation activity implemented in various PDCA quality cycles to establish an IQMS for achieving holistic learning. A list of major assessment and evaluation activity related to the various PDCA quality cycles is provided below for a better understanding of Table 11:

1. Develop, Implement and Review PEOs with External Advisory Committee (EAC) - PDCA Q1 (5-year cycle):
2. Develop/Adopt program SOs, multi-term review with EAC - Q4 (3-year cycle)
3. Develop and Review performance criteria that define all SOs in a course - Q1 (every term)
4. Review performance criteria and perform any major modification of program PIs database - Q4 (3-year cycle)
5. Develop educational strategies, assessments aligned to performance criteria Q1 (every term)
6. Develop, implement and review rubrics and assessment methods used to assess performance criteria - Q1 (every term)
7. Collect and evaluate course level direct/indirect SOs assessment data, report finding and create actions - Q1 (real-time throughout the term)
8. Implement course actions - Q2 (termwise)
9. Evaluate program SOs data, report finding and create actions - Q4 (termwise)
10. Implement program actions - Q8 (termwise)
Table 11. Time-line of assessment and evaluation activity for CE, ME and EE programs Fall 2014 to Fall 2019

<table>
<thead>
<tr>
<th>Assessment and Evaluation Activity</th>
<th>Fall 14 (SOs a-l)</th>
<th>Spring 15</th>
<th>Fall 15</th>
<th>Spring 16</th>
<th>Fall 16</th>
<th>Spring 17</th>
<th>Fall 17</th>
<th>Summer 18 (SOs 1-7)</th>
<th>Fall 18</th>
<th>Spring 19</th>
<th>Fall 19</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1: Develop, Implement and Review PEOs with EAC (3-year cycle)</td>
<td>Develop the program PEOs with faculty, stakeholders and publish</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Assign PEOs to REVISED ABET SOs 1-7 with Faculty and stakeholders</td>
<td>N/A</td>
<td>EAC Major review in light of ABET revised accreditation criteria 2019-20</td>
<td>N/A</td>
</tr>
<tr>
<td>Q2: Develop/Adopt program SOs, multi-term (3-year cycle) review with EAC</td>
<td>Adopt the ABET SOs (a-l) with faculty, stakeholders and publish</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Conduct multi term SOs (a-l) review</td>
<td>Present multi term data to EAC committees</td>
<td>N/A</td>
</tr>
<tr>
<td>Q3: Develop and Review performance criteria that define all SOs in a course (semester)</td>
<td>Develop &amp; implement QIYAS &amp; faculty, COs, PIs</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Course Instructor &amp; QA office every term</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Q4: Review and major modification performance criteria of program database (3-year cycle)</td>
<td>Initial QIYAS nationalized outcomes implementation Initial review and approval</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>3 Year major review completed</td>
<td>Transition PIs to revised ABET SOs 1-7</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Q5: Develop educational strategies, assessments aligned to performance criteria (semester)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Faculty develop &amp; implement for every course</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q6: Develop, implement and redesign rubrics and assessment methods used to assess performance criteria (semester)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Q7: Collect and evaluate course level SOs data, surveys then report findings and create actions (real time throughout term)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Course Instructor every term</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Q8: Implement course actions (semester)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Real time and deferred to next term offering</td>
<td>Program faculty every term</td>
<td>N/A</td>
</tr>
<tr>
<td>Q9: Evaluate program SOs data, report findings and create actions (semester)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Program and administrative committees follow corrective actions as per assigned prioritization</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Q10: Implement program actions (semester)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

VI. INTEGRATED QUALITY MANAGEMENT SYSTEMS – 6 PDCA QUALITY CYCLES

Deming championed the work of Walter Shewhart, including statistical process control, operational definitions, and what Deming called the "Shewhart Cycle," which had evolved into PDCA for CQI [66]. The four phases of a typical CQI cycle are 1) PLAN: developing the educational plan 2) DO: implementing the plan 3) CHECK: monitoring processes/results, conducting failure analysis, implementation of a plan to identify any variations to required processes or deficiencies in intermediate or final results and 4) ACT: Generate and implement appropriate corrective actions to remediate the observed deficiencies or mitigate projected failures. The Faculty of Engineering implemented state of the art IQMS consisting of 6 PDCA quality cycles based on authentic OBE principles using a web-based digital platform EvalTools® to achieve holistic engineering education for all students. The PDCA quality cycles are designed to employ digital automation wherever necessary for integrating various comprehensive quality monitoring, feedback and improvement processes to establish effective CQI. The PDCA cycles aid in the fulfillment of required ABET accreditation criteria for CQI. Specifically, they establish CQI processes related to the development, implementation, monitoring, feedback and improvement of programs’ PEOs, SOs, COs, PIs and hybrid rubrics.

A comprehensive CQI process flow consisting of six PDCA quality cycles is shown in Figure 18, is explained in the following sections and listed below:

Q1: COs, PIs and hybrid rubrics development
Q2: Syllabi Checklist, FCAR Checklist and End of Term (EOT) Checklist
Q3: Program term review
Q4: PIs 3-year multi-term review
Q5: SOs multi-term review
Q6: PEOs 5-year review
Courses measure specific ABET SOs based on the course topics and target student learning activity. However, the Program Committee can assign relevant affective domain ABET SOs related to contemporary issues, the impact of engineering solutions, communication, teamwork, etc. for assessment in certain courses that contain appropriate content or project activity. Sections IV.C.2 Design rules COs and PIs and IV.C.3 Hybrid Rubrics provide a detailed explanation of the process related to the development of COs, PIs and rubrics. The process flowchart shown in Figure 19 lists learning activities, course topics and assessments as course inputs. The course inputs provide a fundamental guiding framework for the development of COs, PIs and their hybrid rubrics. Based on evaluation results, faculty members may decide to modify any aspect of the course inputs to remediate observed failures. Any modification to course inputs could subsequently lead to a modification in the COs, PIs and their hybrid rubrics. In the first iteration of the rubrics implementation plan shown in Figure 13, three rubrics were implemented for corresponding PIs, one in each major assessment (Mid Term 1, Mid Term 2 and Final Exam), for all core courses excluding electives during the 2018-19 academic year. Upon completion of the first iteration, CE, EE and ME program committees reviewed subsequent improvement in the quality of teaching/learning and reported their recommendations for any modifications to the implemented rubrics.
In some cases, an additional set of rubrics was developed from a select group of PIs remaining in the database that targeted other major learning activities in core courses to enhance the overall quality of student learning. The improvement activities in the current 2019-2020 academic cycle involve the application of some modifications to existing rubrics and development of select additional rubrics. An example of the development of COs, PIs and hybrid rubrics for a mechanical engineering course, ME_323, Theory of Machines is explained in Section 1 of Appendix J. Table J1 shows a list of COs, their PIs corresponding to revised ABET SOs (1-7) for course ME_323. The sequential order of COs, PIs target major learning activities corresponding to main course topics and comprehensively cover Bloom’s 3 learning domains and their learning levels, achieve an Ideal Course Learning Distribution and fulfill required standards of engineering knowledge and skills. Samples of application of rubrics to various learning activities such as Capstone design and experimental work are also shown in Section 1 of Appendix J.

B. PDCA QUALITY CYCLE Q₂: SYLLABI CHECKLIST, FCAR CHECKLIST, END OF TERM (EOT) CHECKLIST

The PDCA Quality Cycle Q₂, shown in Figure 20, consists of processes that ensure proper completion of all course work each term. Firstly, it ensures the course syllabi contain accurate information and is provided to students in the first week of the term, followed by a mid-term audit (FCAR midterm checklist) of COs, PIs, teaching/learning strategies, etc. and final End of Term (EOT) check for completion of all course assessment, evaluation and feedback for improvement processes.

Any deficiency uncovered during any stage of this quality cycle is communicated to the concerned faculty members for corrections. The Quality and Accreditation (QA) office works in coordination with the ABET coordinator of the engineering program to effectively manage all activities in this cycle. Once the EOT is approved by the QA office, it is presented to the supervisor, Quality Development (QD) for authentication and subsequent reporting in EvalTools® 6. The final authentication clears the way for the program to proceed to program term review evaluations. Section 2 of Appendix J shows samples of syllabi audit, FCAR midterm and EOT checklists.

C. PDCA QUALITY CYCLE Q₃: PROGRAM TERM REVIEW – LEARNING DOMAINS, PIs AND SOs EVALUATION

Details of various administrative committees with their respective members are setup electronically employing the EvalTools® 6 CIMS module. Each committee maintains a schedule of action items with details on their assignment and priority level, discussions, brainstorming, creation/closure dates, and status information. Any committee can add new action items or review existing ones for status updates and closure. The advanced features of the CIMS module provide each committee the functionality to categorize an action item as per the given selection range of priority levels: low, normal, medium, high or urgent. The action items are sorted electronically according to their priority levels. Transfer or escalate features allow committees to move those action items which are beyond their scope or responsibility to another appropriate department or committee within the Faculty of Engineering or University for completion. Appendix G elaborates on the CIMS by providing relevant screenshots that present the module’s essential features.

Program Term Review Committee: A specific program term review committee reviews the measured ABET SOs, related PIs information while considering this as a good indicator scheme and concludes its report with significant analysis and discussions as to whether a certain ABET SO is Below, Meeting or Exceeding expectations for the program in a designated term [24,35,41,68]. Section 3 of Appendix J provides samples of the program term review process.

Figure 20. PDCA quality cycle Q₂ syllabi, FCAR mid term and EOT checklists

Figure 21. PDCA quality cycle Q₃ learning domain, PIs and SOs evaluation
Program Level Evaluation and CQI: The Program Term Review module of EvalTools® 6 consists of three parts i) Learning Domains Evaluation ii) PIs Evaluation and iii) ABET SOs Evaluation. The PIs and SOs evaluations are focused on failing SOs and PIs for analysis and discussions relating to improvement. Weighted average values of ABET SOs and PIs with a scientific color coding scheme as per PVT heuristic rules shown in Table 6 indicate failures for investigation. Courses contributing to failing PIs and SOs are examined. The Faculty of Engineering has presented elaborate YouTube video presentations that detail the automation of outcomes assessment, showing some CIMS features such as action items elevation from the FCAR to task lists of standing committees for actual CQI [88,89]

D. PDCA QUALITY CYCLE Q5: PIs 3 YEAR MULTI-TERM REVIEW

As shown in Figure 22, the Faculty of Engineering programs conduct a PIs multi-term review every 3 years to check the validity of PIs in regards to technical content, learning level classification, relevancy to industry, alignment to program SOs, COs, curriculum and student learning activity. Any recommendations for modification to the PIs database is approved by a program council meeting. Issues related to redundancy, futuristic content or basic inaccuracies have been uncovered in the last multi-term PIs review conducted in term 382 (Spring 2018). Multiple examples of major types of modifications to the CE, EE and ME PIs database with their justifications are reported in Table J17 (Appendix J).

![Figure 22. PDCA quality cycle Q5 :PIs 3 year multi-term review](image)

E. PDCA QUALITY CYCLE Q5: SOs MULTI-TERM REVIEW

The Faculty of Engineering programs’ assessment model includes a culminating PDCA Quality Cycle Q5, a multi-term program SOs review which is conducted every three years (see Figure 23). This review entails a thorough trend analysis of all program SOs by the program faculty. Almost 6 terms of outcomes data are collected and reviewed for overall improving trends of performance. If more than 80% of the SOs displays a positive trend, then the program multi-term SO review results in an Exceeding Expectations decision. If 60% to 80% of the program SOs display an improving trend, then the decision is Meeting Expectations. When more than 60% of program SOs display a negative trend in overall performance, then the multi-term SO review results in a Below Expectations decision. The Below Expectations decision necessitates an examination of language, content and scope of the failing SOs besides several other corrective actions. A detailed report of recommendations for improvement, including any modifications to SOs is sent to the EAC for review and approval (Sections 5.i, ii, iii, iv and v of Appendix J provide 5 years multi-term SOs executive summary, performance criteria and trend analysis reports). The Faculty of Engineering programs’ multi-term outcomes data is a summary of aggregation of thousands of outcomes assessment data points collected over 5 years from the termwise program and course evaluation results. They comprise reflections, actions, discussions, decisions based on a detailed review of information from FCARs, COs, PIs, SOs program evaluations.

In summary, the [2014-18] multi-term SOs (a-k) trend analyses resulted in a Meeting/Exceeding Expectations decision for the three engineering programs (Section 5.v of Appendix J). The results of these reports have had a strong multi-dimensional impact on the opinions of all stakeholders of the engineering programs (students, alumni, faculty, employers) to stimulate their response, involvement and eventual contribution to several types of corrective actions (refer EAC committee review meeting, Section 6.iii of Appendix J). These actions have improved multiple aspects of the Faculty’s education process at different levels ranging from teaching/learning strategies, enhancement of direct/indirect assessments, quality of advising, curriculum standards, infrastructure and facilities, sustainability of CQI processes, and expanded institutional support.

![Figure 23. PDCA quality Cycle Q5: SOs multi-term review process flow for ME program](image)

F. PDCA QUALITY CYCLE Q5: PEOs 5-YEARS REVIEW PROCESS

The PEOs review, revision and improvement process is mainly adopted from Sundaram’s work (2013) [93]. Several programs across the US have adopted this process and achieved successful results with ABET over multiple accreditation cycles.
The PEOs review and improvement process consists of internal and external components. The various phases of this process are shown in Figure 24 and listed below in chronological order:

1. **Definition and Development of PEOs** – by program faculty members in coordination with the QA office (Internal Review).
2. **Review of Undergraduate Student Skill Sets** - necessary for achieving the PEOs, using direct assessments from course work and indirect assessments using course and senior exit surveys (Internal Review).
4. **Review of Relevancy of PEOs** - using a) alignment to University Mission and SOs mapping tables, b) PEOs attainment data based on well-established rubrics and c) feedback of EAC and Faculty members (a combination of Internal and External Review processes).
5. **Generate Corrective Actions** - for improvement of PEOs, SOs, curriculum, teaching and learning strategies (combination of Internal and External Review processes).

4. Incorporate key aspects of all the ABET SOs which are derived from Washington Accord graduate profiles [11,67].
5. Incorporate key elements such as entrepreneurship from the National Saudi 2030 Vision Plan [94].
6. Incorporate key components of the Islamic University Mission such as Islamic values
7. Incorporate key elements of 21st century interpersonal skills as required by the engineering industry and global society [95].
8. Incorporate some key aspects of life performance roles, such as global contributors [96].

Once the PEOs are developed, mapping tables are created clearly aligning them to essential components of the University Mission. Figure J34 (Appendix J) shows The Islamic University Mission Statement with key phrases highlighted. The phrases underlined in Figure J34 are those that relate directly to the EE, CE and ME PEOs. Table J29 (Appendix J) shows the PEOs statements for the ME, CE and EE programs. Table J28 (Appendix J) shows the relationship between the PEOs and various parts of the University mission statement.

1) **DEFINITION AND DEVELOPMENT OF PEOs**

   The Definition and Development of PEOs as shown in Figure 25 are completed by program faculty members (Internal Review) and comprises of the following essential elements:

1. Define 4 aspects based on Bloom’s Mastery Learning Model [100] and adopt a chronological approach of low order to high order attributes culminating in life performance roles for developing the PEOs (application of theory to complex problem solving, soft skills, lifelong learning and community service with values) – in this area, we shift moderately from Sundaram’s theory of not focusing on attributes that are not targeted within 3 years of graduation [93]. We incorporate life performance roles in graduate attributes as suggested by Spady’s Transformational OBE Model (1994) [4,96].
2. Select key phrases to represent complex problem solving in real engineering problems.
3. Incorporate comprehensiveness for application of engineering principles with reference to Washington Accord graduate attributes and competencies [67].

2) **PROGRAM CONSTITUENCIES**

As shown in Figure 26, the constituencies of the CE, ME and EE programs are: undergraduate students, alumni, faculty and Industry. The influence and inputs of the constituencies on the PEOs review process are mentioned below:

   **Industry inputs:** The EAC represents industry for the engineering programs. The EAC consists of engineers, engineering managers, and business leaders from the local industry as well as educators from academia in CE, ME and EE program-related disciplines. It is an advisory committee that serves the engineering programs. The primary charter of this group is to:

1. Provide advice and counsel on curriculum, faculty-industry interaction, outcomes assessment, and program development
2. Identify technical needs of the regional industry in general and/or individual companies in particular for research, development, and continuing education.
3. As part of the objectives, the EAC is also to promote joint research and development projects and grants.

**Student inputs:** Undergraduate academic work is assessed in every one of the core courses and their comments on the course-exit survey are reviewed each term, providing input for program improvement. Faculty use EvalTools® as their Learning Management Toolset for posting their course materials and assignments. Course outcomes are automatically displayed to students whenever students access their course materials or assignments from EvalTools®. Students are also well-informed of the key assignments for each course that are collected as objective evidence in the course portfolio.

**Alumni inputs:** Alumni input is sought one-three years after graduation from the program to judge whether what they learned from the program allowed them to perform as expected.

**Faculty inputs:** The faculty, who are at the heart of the assessment process, not only plan the learning process and deliver courses and labs, but also assess effectiveness at the course level at the end of each term. Faculty members are required to write reflections on each course they teach, review and close action items accordingly, and also suggest any new action items if appropriate. Utilizing EvalTools®, Program Term Review Committees review course portfolios along with new action items suggested by faculty each term to determine if the action items are appropriate for the next cycle of course offerings. As described above, all program constituents are included in the program assessment process and provide feedback on the program.

ABET recently changed their criteria regarding the assessment of PEOs attainment, they currently just require a review of relevancy [11,35]. ABET also removed their requirement for employer surveys due to difficulties programs faced with obtaining alumni employment information. As such, even though the attainment of PEOs and incorporation of employer surveys are crucial, the programs focus their PEOs assessment process primarily on review of their relevancy. Since the PEO looks at a timeline of three to five years after a student graduates, the review cycle for PEOs is expected to be conducted once, in a cycle, every five years to gauge the PEO relevancy to the needs of the program’s constituents. Since any corrective actions are based on results of student outcomes assessment, which involve a different cycle of assessment, it is clear that SOs assessment provides a major input to gauge whether or not PEOs are eventually met. Figure 27 illustrates the review processes of EE, CE and ME PEOs based on the Sundaram Model (2013) [93]. The review process seeks input and insight for gauging the success of achieving the PEOs from two different avenues, the external view of meeting the PEOs as they are intended, and the internal view of meeting the PEOs for providing the necessary skill sets to prepare students.

The focus is on addressing the following two questions:

1. How well do the programs prepare students for the intended PEOs?
2. How well are the programs’ graduates really doing in the workforce?

For the PEOs assessment process, the data are rolled up and gathered primarily from these two sources:

1) External view of meeting PEOs based on alumni and employer feedback (which is not indicated in the Sundaram’s model but conveniently accomplished by using EvalTools® remote survey suite shown in Section 6.ii, indirect assessments, Appendix J).
2) Internal view of meeting PEOs from SOs attainment process (refer Tables J34, J35 and J36 of Section 6.ii, Appendix J).

**Figure 26. Influence and inputs of constituencies on PEO review process**

**Figure 27. ME, EE and CE PEOs review process (reproduced from Sundaram’s model [93])**
However, regarding the PEOs evaluation process related to relevancy, in addition to taking the inputs from the PEO assessment process, the crucial question is: How relevant our PEOs are, in meeting the needs of the constituents?

To address the needs of the constituents, the review process seeks feedback primarily from the EAC and faculty members. The results of PEO attainment provide key direction to the discussions (see Section 6.iii EAC review, Appendix J). Any action items generated from the review process, such as changes to PEOs at this level (Level 1 PEO assessment) may have a substantial impact on the programs’ educational practices. Action items will ultimately flow down to Level 2 SOs assessment and then Level 3 COs assessment, as indicated in Figure 27. The assessment for the attainment of SOs is based on data from senior-exit, alumni and employer surveys, and roll-up data from the embedded course assessment process that uses FCAR as the main vehicle for the assessment (refer Section 6.ii, Appendix J).

VII. SUSTAINABILITY OF COURSE AND PROGRAM LEVEL CQI PROCESSES

The PDCA quality cycle $Q$ : COs, PIs, Rubrics Development, as mentioned in Section VII A involves course design based on design rules for the development of COs and PIs as referred to in Section IV.C.2 and rubrics aligned to 3 major learning activities assessed in Mid-term and Final examinations as mentioned in Section IV.C.3 Hybrid Rubrics. Figure 13 also indicates the hybrid rubrics development and implementation process for the 2018-19 cycle. Table 12 indicates the average time spent for COs, PIs and hybrid rubrics development activities based on inputs from the QA office while considering variations based on the type of course format and instructor expertise.

Table 12. Breakdown of time spent in various course delivery activities (PDCA Q$_1$)

<table>
<thead>
<tr>
<th>Course Activity</th>
<th>Details</th>
<th>Frequency</th>
<th>Time Spent*</th>
</tr>
</thead>
<tbody>
<tr>
<td>COs, PIs Development</td>
<td>Develop COs, PIs observing specified design rules to attain Ideal Learning Distribution</td>
<td>As per instructor requirement and discretion. Minor revision every term</td>
<td>Initial design: (6-10)-hours sessions depending on course format.</td>
</tr>
<tr>
<td>Rubrics Development</td>
<td>Develop hybrid rubrics for 3 major learning activities</td>
<td>2018-19 cycle completed (Figure 13). Minor revision once a year if required.</td>
<td>Initial design: 1 hour per rubric</td>
</tr>
<tr>
<td>Application to Exam Questions</td>
<td>Prepare questions for Mid-term (1&amp;2) and Final exams aligned to hybrid rubrics</td>
<td>Every Term</td>
<td>Initial design: 30 mins per question. Repeat design: Routine exam preparation time</td>
</tr>
</tbody>
</table>

* Preparation times provided by the QA office.

The Faculty of Engineering EE, ME, and CE programs conducted detailed surveys in coordination with the QA office to estimate additional time spent by instructors in documentation and reporting efforts for implementing online course portfolios using the FCAR + generic/specific PIs automated model (PDCA cycle Q$_2$). Several faculty and lecturer inputs were collected for various courses to determine maximum workloads related to score entry, PIs mapping, naming, scanning and uploading documentation for Low (L), Medium (M) and High (H) samples of student graded work. Figure H1 (Appendix H) shows an example of such inputs collected for an electrical engineering course, EE 421, Wireless and Mobile Communications. Table 13 shows a quantitative analysis of the time spent by faculty in performing various course level data reporting activities. The data reporting activities common to any assessment/evaluation system, whether automated or manual, are score entry, scanning, naming and uploading student work. Therefore, the data reporting activities taken into account for estimating any additional time spent are those which are specific to the FCAR + generic/specific PIs model such as score entry, mapping PIs for split questions and creating reflections and action items for failing COs and PIs. The conclusion of this finding was that faculty spent additional time ranging from 5 to 8 hours per course for an average of 15 students depending on whether the course involves lab and/or project work.

As a part of continuous improvement efforts to reduce workload for faculty to collect data, it was decided in the Quality and Accreditation Committee meeting on October 4th, 2016 that the EE, ME and CE programs’ faculty members would scan and upload the Low, Medium and High student work samples as objective evidence. Based on academic freedom, this program-wide decision did not restrict those faculty members who wished to scan and upload assignments of all students for record-keeping or student feedback purposes. Additionally, the Islamic University policy limits a max enrollment of 25 students per course section. Additional staff currently on study leave, pursuing higher degrees, are expected to return in the coming academic years. The faculty strength is expected to increase, resulting in lesser and widely distributed workload for each instructor.

Based on these enrollment limits and favorable current and projected faculty strengths, the researchers anticipate a sustainable CQI process in the near future. The time spent by faculty members in program-level CQI activities were also considered to accurately estimate the sustainability of overall CQI processes for the automated FCAR + generic/specific PIs model using EvalTools®. The program level activities include:

1. Program term reviews which involve SOs, PIs and Learning Domains Evaluations (PDCA Cycle Q$_3$)
2. Multi-term PIs review conducted every 3 years (PDCA Cycle Q$_3$)
3. Multi-term SOs Trend Analysis conducted every 3-5 years (PDCA Cycle Q$_3$) and
4. PEOs Analysis and Review (PDCA Cycle Q$_6$)

Program term reviews SOs evaluations examine only failing PIs (20-25% of total PIs assessed in a term), involve all the program faculty and are comprehensively completed in 3 hour sessions. Multi-term PIs and SOs evaluations are completed after every 3-5 years in two or three 2 hour sessions.
Table 13. Quantitative analysis of time spent in various course level data reporting activities (PDCA Q3)

<table>
<thead>
<tr>
<th>H,M, L Samples</th>
<th>Scan &amp; Name File</th>
<th>Upload File</th>
<th>Score Entry*</th>
<th>PIs Mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Quiz</td>
<td>5 mins × 4 QZ</td>
<td>2 mins × 4 QZ</td>
<td>No additional work</td>
<td>1 mins × 4 QZ</td>
</tr>
<tr>
<td>1 HW</td>
<td>5 mins × 4 HWs</td>
<td>2 mins × 4 HWs</td>
<td>No additional work</td>
<td>1 mins × 4 HWs</td>
</tr>
<tr>
<td>10 Lab Expts.</td>
<td>5 mins × 10 Lab Expts.</td>
<td>2 mins × 10 Lab Expts.</td>
<td>No additional work</td>
<td>1 mins × 10 labs</td>
</tr>
<tr>
<td>Mid Term (1 &amp; 2) 4 Questions</td>
<td>15 mins × 2</td>
<td>2 mins × 2</td>
<td>10 mins × 2</td>
<td>1 mins × 4 Qs × 2</td>
</tr>
<tr>
<td>Final 8 Questions</td>
<td>15 mins</td>
<td>2 mins</td>
<td>20 mins</td>
<td>1 mins × 8 Qs</td>
</tr>
<tr>
<td>Project 6 Split Sections</td>
<td>20 mins</td>
<td>5 mins</td>
<td>30 mins</td>
<td>1 mins × 6 split Qs</td>
</tr>
<tr>
<td>Lab Final 3 PIs Split Sections</td>
<td>5 mins</td>
<td>2 mins</td>
<td>15 mins</td>
<td>1 mins × 3 split Qs</td>
</tr>
<tr>
<td>Lab Mid Term 2 PIs Split Sections</td>
<td>5 mins</td>
<td>2 mins</td>
<td>10 mins</td>
<td>1 mins × 2 split Qs</td>
</tr>
<tr>
<td><strong>Time Spent</strong></td>
<td><strong>2 hrs. 45 mins.</strong></td>
<td><strong>51 mins.</strong></td>
<td><strong>1 hr. 35 mins.</strong></td>
<td><strong>45 mins.</strong></td>
</tr>
</tbody>
</table>

*Class of 15 students

Table 14 indicates the breakdown of time spent by faculty members in various program level CQI activities. The time spent for both course and program level CQI activity is practically manageable, and the current assessment and automated QA processes are seamlessly implemented at the Faculty of Engineering programs for the last 6 years (from Fall 2014). Sets of 6 years course, program level and administrative committees CQI data are available on a google cloud-based digital environment [68].

Table 14. Breakdown of time spent in various program level CQI activities

<table>
<thead>
<tr>
<th>CQI Activity</th>
<th>PDCA Cycle</th>
<th>Details</th>
<th>Frequency</th>
<th>Time Spent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program Term Reviews</td>
<td>Q3</td>
<td>SOs, PIs &amp; Learning Domains Evaluations</td>
<td>Every Term</td>
<td>3-hours sessions</td>
</tr>
<tr>
<td>Multi-term PIs Review</td>
<td>Q4</td>
<td>Review content, alignment of PIs and update database</td>
<td>Every 3-5 years</td>
<td>Two or three 2-hours sessions</td>
</tr>
<tr>
<td>Multi-term SOs Review</td>
<td>Q5</td>
<td>Review multi-term SOs results, perform trend analysis, benchmark results and update SOs and performance criteria</td>
<td>Every 3-5 years</td>
<td>Two or three 2-hours sessions</td>
</tr>
<tr>
<td>PEOs Analysis &amp; Review</td>
<td>Q6</td>
<td>Review direct and indirect assessment data with External Advisory Committee to verify attainment and relevance of PEOs</td>
<td>Every 5 years</td>
<td>4-hours session</td>
</tr>
</tbody>
</table>

A. USE OF STATE OF THE ART DIGITAL TOOLS TO OPTIMIZE CQI TASKS RELATED TO PROGRAM MANAGEMENT, ASSESSMENT AND EVALUATION

State of the art digital technology and enhanced FCAR methodology using web-based software called EvalTools® is employed to automate the data collection, assessment, evaluation, feedback and closing the loop processes [49]. Specific features or modules of the web-based software EvalTools® promote social distancing during COVID19 pandemic using remote operations and help achieve a significant reduction in manpower and resource expenditure with optimizations in multiple CQI tasks as listed below:

1. Embedded assessments technology coupled with a few mouse clicks for PIs mapping easily facilitates the collection of assessment information for all the PIs at the course level.
2. PIs assignment to course outcomes is linked right from the course assessment setup feature and subsequently, PI data is automatically generated for program SOs evaluations.
3. PVT feature facilitates the collection of outcomes data for all students with no additional data collection efforts besides routine course work required by instructors.
4. The development of hybrid rubrics is supported through direct derivation from the detailed language of the specific PIs statements listed in digital databases.
5. CQI documentation related to student, course and program level assessments, analytical diagnostics, curriculum maps, evaluation reports (FCAR, course action items matrix, SOs/PIs program evaluations executive summary and multi-term trend analysis), and grade books are automatically generated in standard digital formats.
6. Remote course exit, senior exit, employer, alumni and faculty satisfaction surveys are all conducted electronically and statistical data assimilated into necessary evaluation reports for QA purposes.
7. The CIMS module connects corrective actions generated from program term reviews’ SOs based evaluations to 20 standing administrative committees. The module provides a state of the art electronic repository consisting of thousands of corrective actions and other CQI information. An enormous saving of faculty resources otherwise spent in collecting and reporting CQI information related to committee work is achieved by instant access to an exhaustive digital repository of administrative committee meetings, minutes, corrective actions tied to outcomes, the status of actions, time stamps, ownership details etc.

VIII. EVALTOOLS ® REMOTE EVALUATOR MODULE

EvalTools ® is a state of the art web-based software that employs the FCAR embedded assessment methodology and effectively integrates LMS, AAS, OAS and CIMS Systems [49] into one digital platform. EvalTools ® provides seamless automation of CQI processes and its Remote Evaluator Module collects, organizes and reports massive amounts of CQI data for remote accreditation audits [68]. Figure 28 shows the evaluator module site map indicating menu tabs for program assessment, program evaluation, program committees, survey instruments, course syllabi and student advising. Every major aspect of ABET accreditation display data requirement is comprehensively covered and CQI information is conveniently integrated into a user-friendly dashboard. Table 15 lists all the major tabs on the dashboard, corresponding CQI information and the coverage of ABET criteria 1 to 8 [11]. Appendix I presents some samples of data and brief explanations for CQI information related to the various tabs listed in Table 15. Millions of documents of evidential CQI data for the EE, CE and ME programs are available on a cloud-based environment for remote accreditation audits. Various types of CQI data and essential aspects for achieving their high quality are derived from specific requirements of ABET accreditation criteria related to CR2: PEOs, CR3: Student Outcomes and CR4: Continuous Improvement. Specifically, PEOs review and attainment, SOs assessment methodology and plan, PIs alignment with assessments and application of rubrics, accurate program and course level evaluations, integration with indirect assessments, implementation of corrective actions and ability to achieve realtime and deferred improvements etc. are some of the items extracted from ABET accreditation criteria CR 2,3 and 4 for developing requirements for various types of acceptable CQI data. Table 16 shows a summary of a qualitative comparison of various types of CQI data and key aspects for manual and automated systems. Several types of CQI data such as PEOs review, SOs and PIs assessments, course materials, surveys, committee actions, course and program evaluations etc. are required display material for accreditation audits.

![Figure 28. Site map EvalTools ® evaluator module](image)

<table>
<thead>
<tr>
<th>Tab</th>
<th>CQI Information</th>
<th>ABET Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program Assessment</td>
<td>1. PEOs/SoSs mapping 2. SOP/IP/Rubrics relations 3. Curriculum mapping 4. Performance criteria 5. Assessment tools</td>
<td>CR2,3,4: Mapping PEOs to SOs; database SOs, PIs and rubrics; curriculum mapping to SOs;</td>
</tr>
<tr>
<td>Program Evaluation</td>
<td>1. Course action items matrix 2. Program tasks</td>
<td>CR4: SOs, PIs and learning domains evaluations; term wise corrective actions; executive summary reports;</td>
</tr>
</tbody>
</table>
Overview of CQI data and processes:

<table>
<thead>
<tr>
<th>Program Committees</th>
<th>CQI Data</th>
<th>Manual CQI</th>
<th>EvalTools® + Specific PIs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tasks list</td>
<td>2.</td>
<td>Manual reports.</td>
<td>Automated evaluation reports. FCAR, SOs/PIs and learning domains evaluations</td>
</tr>
<tr>
<td>Members list</td>
<td>4.</td>
<td>Multi-year cycles</td>
<td>Sustainable, if small samples of students and CQI data are considered for course and program evaluations</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Survey Instruments</th>
<th>CQI Data</th>
<th>Manual CQI</th>
<th>EvalTools® + Specific PIs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field training</td>
<td>3.</td>
<td>Hard copy.</td>
<td>Automated collection, collation and reporting</td>
</tr>
<tr>
<td>Field training</td>
<td>5.</td>
<td>Hard copy.</td>
<td>Automated collection, collation and reporting</td>
</tr>
<tr>
<td>Senior exit</td>
<td>6.</td>
<td>Hard copy.</td>
<td>Automated collection, collation and reporting</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Course Syllabi</th>
<th>CQI Data</th>
<th>Manual CQI</th>
<th>EvalTools® + Specific PIs</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE courses</td>
<td>3.</td>
<td>Hard copy.</td>
<td>Automated collection, collation and reporting</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Student Advising</th>
<th>CQI Data</th>
<th>Manual CQI</th>
<th>EvalTools® + Specific PIs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outcomes based advising</td>
<td>3.</td>
<td>Hard copy.</td>
<td>Automated collection, collation and reporting</td>
</tr>
</tbody>
</table>

* CQI display data usually covers 2 years.
Digital platforms such as EvalTools® offer seamless collection, documentation and reporting of massive amounts of reliable and valid CQI data, thereby making remote audits a convenient and practically feasible affair for both programs and evaluators. The current global pandemic conditions, coupled with the overall benefits of automated CQI systems, present compelling justification for engineering programs and accreditation bodies to shift to digital platforms and automated collection, reporting and presentation of CQI data for remote accreditation audits. Engineering programs seeking accreditation should therefore, make insightful decisions on actively search for appropriate digital solutions that support genuine OBE assessment methodology for implementing automated CQI systems to enable remote accreditation audits. Accreditation agencies on the other hand, should seriously consider promoting digitization of CQI data and offer training programs to their evaluators for a smooth migration to remote accreditation audits in the coming years during the COVID19 pandemic and beyond.

IX. EVALUATING THE INTEGRATED QUALITY MANAGEMENT SYSTEMS (PDCA QUALITY CYCLES Q₁ – Q₆)

In this research, we applied a meta-framework for evaluating IQMS implemented at the Faculty of Engineering programs for achieving ABET accreditation. The meta-framework is based on a recent study proposing MMTBIEs [53]. The study outlined 8 phases of the meta-framework based on prior research following the general steps for evaluation. We utilize the recommended essential steps/aspects of 8 phases of the meta-framework to extract required examination criteria.

A. PHASE 1: UNDERSTAND THE LOCAL AND BROADER CONTEXT

Context refers to the social, political, economic, and cultural milieu in which the intervention, treatment, program, or policy takes place. The local and broader context of the MMTBIE has to be understood in this phase. The objective of the IQMS implemented at the Faculty of Engineering programs was to help its beneficiaries, the enrolled students, attain ABET SOs during and upon completion of the period of study and attainment of the PEOs a few years (3-5 years) after graduation during employment. The MMTBIE conducted should verify and confirm cohorts’ attainment of ABET SOs during and upon completion of a period of study and attainment of PEOs a few years after graduation and during employment. Onwuegbuzie and Hitchcock (2017) adopted Bronfenbrenner’s (1979) ecological systems model [97], the IQMS implemented at the Faculty of Engineering EE, CE and ME programs involve evaluations in all the four levels which are outlined in Table K1 (Appendix K).

Based on Bronfenbrenner’s (1979) ecological systems model [97], the IQMS implemented at the Faculty of Engineering EE, CE and ME programs involve evaluations in all the four levels which are outlined in Table K1 (Appendix K).

From Table K1, it is evident that the local and broader context of the MMTBIE adequately incorporates regional and international standards for quality in education by examining attainment of the ABET SOs during and upon completion of study and attainment of PEOs a few years after graduation during employment.

B. PHASE 2: UNDERSTAND THE CONSTRUCT(S) OF INTEREST

The second phase, understanding the construct(s) of interest, is accomplished by conducting an extensive review of the literature. As part of the literature review, the evaluator should identify the relevant framework(s) that underlies the evaluation, namely: theoretical, conceptual and practical frameworks [98]. The construct(s) of interest would then help obtain either input or output variables to the evaluation. Section IV: Theoretical, Conceptual and Practical Frameworks presents a detailed discussion of relevant frameworks based on an exhaustive literature review and Figure 1 conveniently displays all the essential elements of the theoretical, conceptual and practical frameworks that facilitate the seamless implementation of CQI processes consisting of 6 comprehensive PDCA quality cycles.

Table K2 (Appendix K) presents details on the relevant frameworks, construct(s) of interest and variables with references to corresponding subsections of Section IV of this research paper. As mentioned in Section IV, authentic OBE theory forms the basis for theoretical frameworks that lead to the development of crucial models which act as the foundation of the IQMS implemented at the Faculty of Engineering. Several essential concepts are then induced from OBE theory, assessment best practices and ABET criterion 4, CR4 on continuous improvement. Essential techniques and methods based on this conceptual framework are then realized as a practical framework consisting of automation tools, modules and features of a state of the art digital platform, web-based software EvalTools®. EvalTools® is effectively used for the seamless implementation of the IQMS comprising of six PDCA quality cycles Q₁ to Q₆. A highly structured and systematic description of theoretical, conceptual and practical frameworks, their constructs and variables that adequately fulfill accreditation criteria and achieve required quality standards would therefore qualify the IQMS for ABET accreditation.
C. PHASE 3: MAP OUT THE CAUSAL CHAIN THAT EXPLAINS HOW THE INTERVENTION IS EXPECTED TO PRODUCE THE INTENDED OUTCOMES

We utilize a framework proposed by Onwuegbuzie and Hitchcock (2017) to validate the mapping of causal links of the IQMS implemented at the Faculty of Engineering EE, CE and ME programs [53]. The framework refers to the requirements of White’s (2009) model which suggests that the causal chain be mapped to determine how the intervention is expected to produce the intended outcomes [62]. That is, the causal chain links inputs to outcomes and impacts [62]. Some form of theory—evaluation theory, social science theory, and/or program theory—should govern the mapping of causal links. As part of mapping out the causal chain, the potential directionality should also be assessed to ensure observed outcomes and impacts are the result of the project activities, and not vice versa [62].

A set of supplemental evaluation questions has to also be answered for rigorous analyses [56]. Table K3 (Appendix K) presents the requirements of the framework proposed by Onwuegbuzie and Hitchcock (2017) to validate the mapping of causal links of the IQMS implemented at the Faculty of Engineering EE, CE and ME programs. Brief responses with appropriate sectional references are provided for a thorough understanding of the fulfillment of required conditions of the extracted framework.

D. PHASE 4: COLLECT QUANTITATIVE AND QUALITATIVE DATA TO TEST THE UNDERLYING ASSUMPTIONS OF THE CAUSAL LINKS

Evaluators should use a mixed methodological approach to collect both qualitative and quantitative data to rigorously evaluate all the underlying assumptions of the causal links of a given program intervention. In Table K4 (Appendix K), we provide a summary of data collection activity for qualitative or quantitative evaluations occurring in each PDCA quality cycle with references to the various sections of this research paper. Extensive distribution of comprehensive qualitative and quantitative analyses are presented in Table K4 for assessing underlying assumptions in each PDCA cycle thereby qualifying the program interventions at the Faculty of Engineering as credible MMTBIEs that fulfill mixed methodological approach requirements for phase 4 of the meta-framework proposed by Onwuegbuzie and Hitchcock (2017) [53].

E. PHASE 5: DETERMINE THE TYPE AND LEVEL OF GENERALIZABILITY AND TRANSFERABILITY

Onwuegbuzie and Hitchcock (2017) present several important aspects evaluators need to consider regarding statistical data related to qualitative and quantitative analyses conducted in program interventions. Specifically, they discussed aspects such as sample size, statistical power for quantitative data, reaching saturation for qualitative data and types of generalizability and transferability [53]. Their work highlighted the possibility for discrepancy to exist between the planned sample characteristics, sample size(s), and sampling scheme(s) and those that ended up being realized as a result of factors such as mortality, nonresponse, untrustworthy responses, and the like. Onwuegbuzie and Hitchcock (2017) categorically state “Impact evaluators need to be able to select a sample size large enough and information-rich enough to assess impact heterogeneity, bearing in mind that impact can vary as a function of factors such as intervention design, participant (i.e., beneficiary) characteristics, time, and characteristics of the community (e.g., urbanicity, population size, socioeconomic setting, socio-cultural factors).” [53] Quantitative data that are subjected to inferential statistics should achieve adequate statistical power and qualitative data should reach data and theoretical saturation to increase validity and credibility. Impact evaluators also have to determine the type and level of generalizability and transferability. Onwuegbuzie, Slate, Leech, and Collins (2009) identified five types of generalization: external statistical generalizations (making generalizations, predictions, or inferences on evaluation data and findings yielded from a representative statistical [i.e., optimally random and large] sample to the population from which the sample was drawn); internal statistical generalizations (which involve making generalizations and predictions from evaluation data and findings obtained from one or more representative or elite study participants); analytic generalizations (wherein the evaluator is striving to generalize a particular set of [case study] results to some broader theory); case-to-case transfer (i.e., making generalizations or inferences from one case to another [similar] case); and naturalistic generalization (i.e., the stakeholders make generalizations entirely or at least in part, from their personal or vicarious experiences) [99]. In this phase, we apply the main aspects mentioned by Onwuegbuzie and Hitchcock (2017) to examine the validity and credibility of qualitative and quantitative statistical data and type and level of generalizability and transferability [53].

To better understand the entries in Table K5 (Appendix K), we explain some fundamental aspects related to the sampling methodology and accuracy of outcomes evaluation employed at the Faculty of Engineering. Direct assessment outcomes data is evaluated at both the course and program level. Outcomes data is collected at the course level using embedded assessments of the FCAR and PVT technology. This facilitates collecting assessment data for all enrolled students in a class. There are two types of sampling that occur in relation to course-level assessment data. The first type is related to selecting the most appropriate assessments for measuring a specific PI and CO when the instructor has a choice of more than two assessments for each PI [35]. The second type of sampling deals with the selection of a set of students for any specific PI and CO data being assessed. It is important to note here that manual CQI systems are generally frugal in their selection of either the number of assessments or sample size of students considered for assessments due to time and resource constraints. The FCAR and PVT technology of EvalTools ® enables collecting outcomes data for several assessments and all students in the class [24,41,47,68]. Therefore, the course level statistical outcomes data is comprehensive and heterogeneous as it represents the complete set of course cohorts in all classes. Other crucial aspects of the course level statistical quantitative data are validity and reliability. Since, we are dealing
with outcomes assessment, several factors contribute to the attainment of a high level of accuracy for assessment data. The Faculty of engineering programs ensure quality standards for assessment and evaluation data by employing the following:

a. Implementation of Bloom’s Mastery Learning Model [100] to develop and administer a curriculum
b. Adopt the gold standards of Mager’s [84] and Adelman’s [16] outcomes design principles
c. Classify COs and specific PIs as per Bloom’s three domains and their learning levels and assign electronic indices for tracking and automated EAMU average computations [24].
d. Develop and implement hybrid rubrics for major course learning activities [42].
e. Implement unique assessments (where multiple PIs cannot map to a single assessment) [22,24,38,35,49,50,51,63,64,68,70]
f. Implement tight scientific constructive alignment of outcomes to assessments using rigorous quality assurance processes [35,24,68].
g. Implement course level weighting factors for aggregating outcomes data from various types of assessments [24,35,41,68].

Unlike manual systems which advocate limited sampling from select courses in the final phases of the engineering curriculum [71,72,73,74,75], the program level SOs, PIs and learning domains evaluations conducted at the Faculty of Engineering programs collect data from all courses in all levels of the curriculum [24,41,42,68]. Once again, FCAR and EAMU vector technology helps EvalTools ® collect and extract specific assessment information from all relevant courses for program-level outcomes evaluations. Section IV.D.I FCAR and PVT discusses the HFWFS program level weighting factor scheme and the accuracy of program level skills aggregation achieved due to its application. Section IV.E Practical Framework – Summary of Digital Technology and Assessment Methodology presents a detailed discussion of several essential elements incorporated into the Faculty of Engineering assessment model ensuring high standards of validity and reliability. Therefore, both samples size and statistical power of quantitative data for course and program level evaluations are qualified for the MMTBIEs of the Faculty of Engineering programs.

The qualitative data was collected from surveys and program and administrative committee reviews. Samples of surveys and relevant results are provided in Section 6.ii PEOs Assessment Data of Appendix J. In general, the program and administrative committees reviews have maximum response rates due to mandatory attendance requirements. The surveys conducted were comprehensive, 5 points likert format, with the alignment of the questions to required knowledge and skills of students. The surveys also provided participants with the opportunity to provide feedback in the form of comments. The student surveys related to course exit, senior exit (refer to Tables J40, J41, J42, J43, and J44, J55 for the CE, ME and EE programs respectively) achieved an overall average of more than 70% as response rate for indirect assessment data collected for the last 6 years. On the other hand, the surveys pertaining to alumni (refer to Tables J47, J48 and J49 for the CE, ME and EE programs respectively), employer (Table J58 shows a 3 year summarized result for CE, ME and EE programs) and EAC (refer to Table J33) have received higher response rates as mentioned in Section 6.i and 6.ii PDCA Quality Cycle Q6: PEOs 5-Years Review Process of Appendix J. The quality of responses was deemed fairly acceptable for those received from the alumni, EAC and employers based on a qualitative examination of responses and comments. The responses indicated involvement, calculated opinions and valuable comments targeting quality improvement. On the other hand, student feedback related to course exit surveys reflect a lack of understanding and involvement on the part of the majority of students. Consequently, the QA office has recorded this observation and begun implementing a series of remedial actions to improve this deficiency. Therefore, in regards to saturation of qualitative data collected from student course exit surveys we regard this as not achieved and undergoing improvement. The reasons are not related to any deficiency in underlying theory or framework but rather to the interest and involvement of the students.

F. PHASE 6: CONDUCT A RIGOROUS EVALUATION OF IMPACT

Onwuegbuzie and Hitchcock (2017) state that in Phase 6, programs should conduct a rigorous evaluation of impact, either prospectively (i.e., beginning during the design phase of the intervention) or retrospectively (i.e., usually conducted after the implementation phase) by using a credible counterfactual, which measures what would have happened to beneficiaries of the intervention in its absence, with the impact being estimated by comparing counterfactual outcomes to those observed under the intervention [53]. They state that selecting an appropriate counterfactual is a vital task in this phase and suggest using a control or comparison group to define the counterfactual outcomes. The control group has to be identified in a way that avoids selection, confounding factors, and contamination, any of which might lead to a spurious relationship between the intervention and its outcome [53]. The Faculty of Engineering had approved budgetary support and manpower to complete required tasks related to fulfillment of requirements for ABET accreditation and preparation for an audit visit at the end of 2019. The allocation of resources or manpower required for the creation and management of additional efforts with control groups for comparison of processes and outcomes for a counterfactual without any planned intervention was not institutionally recognized since it is not mandated by ABET, Washington Accord or NCAAA accreditation criteria [11,13,67]. Therefore, a robust and accurate alternative, multi-term SOs data evaluations [2014-2018] with trend analysis, was employed to confirm the impact of the implementation of the IQMS at the Faculty of Engineering. In our opinion, the multi-term SOs data was a better option to study the impact of the intervention since outcomes data was quantitative, valid and reliable, collected from direct assessments using state of the art digital technology, under the strict supervision of quality assurance staff, and following world-class assessment best practices.
Several issues related to the management of control groups and strict regulation of interference conditions with the intervention were totally avoided. Multi-term executive summary reports (refer Section 5.ii ME Program Sample - Multi-term Executive Summary Report for ABET SOs [a-k], Appendix J) showed detailed reflections, corrective actions (refer Section IV.D.4 Practical Framework – Digital Platform EvalTools® - SOs, Pls Evaluations); and the CIMS system recorded achieved improvements with thousands of actions and evidentiary CQI documentation (refer Section IV.D.7. CIMS). Multi-term SOs trend analyses with forecasted results showing improved SOs performances reinforced the decision of program committee reviewers (refer Section 5.vii Summary of Results of Trend Analysis for ABET SOs (a-k) ME, CE and EE programs; Figures J31, J32 and J33, Appendix J), EAC members and other stakeholders (refer Section 6.iii EAC Review Meeting; Figure J50 of Appendix J) to qualify the ME, CE and EE programs’ implementation of IQMS as Meeting Expectations in regards to attainment of SOs (refer Section 5.vii Summary of Results of Trend Analysis for ABET SOs (a-k) ME, CE and EE programs; Tables J25, J26 and J27, Appendix J) and PEOs (refer Section 6.ii PEOs Assessment Data; Tables J55, J56 and J57, Appendix J).

G. PHASE 7: CONDUCT A RIGOROUS PROCESS ANALYSIS OF LINKS IN THE CAUSAL CHAIN

In phase 7, we conduct a rigorous process analysis of all the PDCA quality cycles by reviewing the frameworks, construct(s) of interest, inputs, outputs and make observations to confirm the fulfillment of intermediate and final outcomes of the intervention. PDCA quality cycle Q1 deals with the development of the course and curriculum delivery plans and is based on authentic OBE theory. Specifically, Bloom’s Mastery Learning Model [100] is implemented to help students progress from low order to higher-order thinking skills using the Ideal Course Learning Distribution Model presented earlier in Section IV.B.3 Bloom’s 3 Domains Taxonomic Learning Model and 3-Skills Grouping Methodology: Ideal Learning Distribution. The QA office has thoroughly audited course work in each term for the CE, ME, and EE programs for ensuring compliance with the design rules standards for COs, Pls and Hybrid Rubrics. Several hundred thousand documents related to complete course work portfolios for the CE, EE and ME programs for fall, spring and summer terms covering the period [2014-20] are available on a cloud-based environment. The EvalTools® Remote Evaluator Module was used effectively for remote audits by ABET evaluators for 6 weeks prior to the actual visit at the end of November 2019. The quality cycle Q2 involves intensive quality management efforts to ensure monitoring and control of all course work using a FCAR checklist according to standards and models described in the Section IV.B Conceptual Framework - Models. The FCAR checklist consists of qualitative and quantitative components as noted in Table K4. The EOT checklist covers essential course activity from all the courses and is completed following comprehensive audits conducted after the final exams each term. EOT approval by the supervisor, QD clears the way for program term reviews, which consist of Learning Domains, Pls and SOs evaluations. Section VI.C PDCA Quality Cycle Q3: Program Term Review – Learning Domains, Pls and SOs Evaluation provides in-depth explanations of this phase of program evaluations. The course work from a given term act as inputs and are aggregated to collect SOs and Pls data from FCAR information. Learning domains evaluations help in managing curriculum delivery by monitoring counts of assessments for each SO and learning levels of the three learning domains. The outputs of this quality cycle are updated SO assessment plans, curriculum maps and evaluation reports such as the SOs executive summary, SO/PI PVt data, course action items matrix and learning domains evaluation results. The various qualitative and quantitative analyses employed in the quality cycle Q3 are shown in Table K6 (Appendix K). Course work and CQI data for all the terms from the fall of 2014 to date are complete and uploaded to a cloud-based environment. Pls created in quality cycle Q1 every term are stored in a digital database and are comprehensively reviewed every 3 years in the PDCA quality cycle Q1. The last review was conducted in spring 2018. The Section IV.D.2 Specific Pls database elaborates on the philosophy behind the classification of Pls according to the affective, cognitive and psychomotor domains of Bloom’s taxonomy. Any redundant, inaccurate, moved etc. Pls are corrected and the database with any affected rubrics is updated. Table J17 in Section 4 PDCA Quality Cycle Q4: Pls 3 Year Multi-Term Review of Appendix J shows samples of Pls modifications for the EE, ME and CE programs.

The multi-term SOs average values are rolled up in a multi-term SOs executive summary for program and external advisory committees review. The results of the multi-term summary for EE, ME and CE programs indicated stabilization of SOs results towards the spring of 2018 (Section 5.i, Appendix J). The trend and forecast analyses for most SOs indicated upcoming improvement in the following year’s SOs results, thereby receiving Meeting Expectations result for the EE and ME programs and Exceeding Expectations for the CE program (Sections 5.iii, 5.iv and 5.v, Appendix J). The review committees concluded that assessment instrument quality and application to teaching and learning with a follow-up to the closure of several hundreds of real-time and deferred corrective actions contributed to the overall improvement of attainment of SOs. The evidentiary improvement information obtained from multi-term SOs data coupled with thousands of CQI data points collected by rigorous qualitative and quantitative analyses in each PDCA quality cycle clearly pointed to tight alignment models connecting outcomes with teaching, learning, assessments, feedback and improvement of student learning. Therefore, from process analysis conducted in phase 7, as shown in the Table K6, we find that all elements of the causal links assiduously follow the mentioned theoretical, conceptual and practical frameworks, plus work in a tightly cascaded connection to directly contribute to an overall improvement in the attainment of EE, ME and CE program SOs.

H. PHASE 8: CONDUCT A META-EVALUATION OF THE PROCESS AND PRODUCT OF THE MITMBIE

The PDCA quality cycle Q6: PEOs 5 year review is the meta-analyses proposed by Onwuegbuzie and Hitchcock (2017) in phase 8 since it integrates a rigorous mixed methods evaluation of both the process and product of the IQMS implemented at the
Faculty of Engineering programs. The External Advisory Committee with adequate representation from faculty, alumni and industry, forms an integral part of the review and analyses efforts happening in the PDCA quality cycle Qs. The process evaluation part involves a mixed methods analyses of the EE, ME and CE programs’ vision, mission, PEOs, SOs, curriculum, Capstone design and industrial training courses, and CQI systems and processes. The product evaluation part comprises of a mixed methods analyses of the EE, ME and CE programs’ multi-term SOs results, alumni, senior exit and employer feedback followed with trend analysis, forecasting of SOs multi-term data. From the engineering programs’ perspective, the contribution to the development of the graduate attributes stops with the education process up until the course of study. Therefore, the multi-term SOs executive summary report [2014-18] is considered a comprehensive and conclusive internal representation of knowledge and skills of cohorts who are a product of a complete and full quality cycle of the education process at the Faculty of Engineering programs. For an external source of feedback on PEOs information, data is collected from graduates who are now alumni and pursuing challenging careers in the industry. Engineering programs endeavor to collect critical information from employers and alumni as regards to how engineering education offered to these cohorts actually helped them in career and future growth prospects. Key aspects of information gathered from surveys pertain to their application of theory learnt during education to real-life engineering problem-solving, design and experimentation activity; transversal skills; entrepreneurship activity, professional development and career growth; community service, research and consulting contributions; and positive cultural and societal impact through exemplar morals derived from Islamic ethics. Engineering programs usually collect this critical information by using various mechanisms and tools such as likert surveys, invited focus groups, outreach programs etc. The feedback received is reviewed carefully by both program and external advisory committees to understand the areas of weakness and strength in the education process so that appropriate remedial actions can be developed to effectively target specific improvements.

Table K7 (Appendix K) shows qualitative and quantitative process analyses employed for PDCA quality cycles Q1 to Q5. The last portion of Table K7 shows the PDCA quality cycle Q6 which is the meta-analyses phase 8 of the MMTBIE of the Faculty of Engineering EE, ME and CE programs involving both process and product evaluations. The product evaluation deals with aspects related to the attainment of the PEOs a few years after graduation. The process analyses cover qualitative review of the curriculum, Capstone project design work, industrial training experience, teaching/learning process, CQI systems, lab and other infrastructure matters. The quantitative analyses involve a review of multi-term SOs executive summary reports and trend analyses along with COs, PIs and SOs data for capstone design and industrial training courses. The qualitative and quantitative analyses conducted for the process and product evaluations in the PDCA quality cycle Q6 involve multiple levels of audits that include the program committee, QA office, QD supervisor and finally, the External Advisory Committee. The rigorous QA procedures based on authentic frameworks and coupled with an exhaustive array of qualitative and quantitative analyses for both the process and product evaluations of the Faculty of Engineering IQMS qualify the MMTBIE in phase 8 as credible since they adequately fulfill the criteria presented by Onwuegbuzie and Hitchcock (2017) [53].

X. DISCUSSION

The driving force behind this research is to examine the benefits and limitations of the application of essential theory of an authentic OBE model for the implementation of a holistic and comprehensive educational process that maximizes opportunities for the attainment of successful student learning. The objective is to be able to remotely conduct during global pandemic conditions, a MMTBIE of state of the art IQMS implemented at the Faculty of Engineering’s EE, CE and ME programs (2014-20) using digital technology and OBE methodology to achieve ABET accreditation.

A. RESEARCH QUESTION 1: DO THE IQMS IMPLEMENTED AT THE EE, CE AND ME PROGRAMS ADEQUATELY FULFILL ESSENTIAL ELEMENTS OF THE PHILOSOPHY, PARADIGM, PREMISE AND PRINCIPLES OF AUTHENTIC OBE?

Yes. As per the literature review of this research and the Section IV.D Practical Framework – Digital Platform EvalTools ®, the IQMS is based on authentic OBE theoretical frameworks and induced conceptual models, techniques and methods.

B. RESEARCH QUESTION 2: DO THE IQMS IMPLEMENTED AT THE EE, CE AND ME PROGRAMS COMPREHENSIVELY COVER ALL ASPECTS OF ABET’S OUTCOMES ASSESSMENT MODEL?

Yes. The OAS of EvalTools® implements the ABET assessment model by aligning COs, with PIs and eventually with the program SOs. Additionally, the PIs are also classified as per affective, cognitive and psychomotor domains of Bloom’s learning model which is adopted by both Washington Accord and ABET. The Sections IV.D.1 FCAR and PVT and IV.D.4 SOs and PIs Evaluations and IV.D.5 Learning Domains Evaluations elaborate on several aspects of the course and program evaluations which fulfill essential criteria of the ABET assessment model.

C. RESEARCH QUESTION 3: DO THE IQMS IMPLEMENTED AT THE EE, CE AND ME PROGRAMS INCLUDE SUSTAINABLE INSTRUMENTS OR PROCESSES FOR DATA COLLECTION AND REPORTING OF LEARNING OUTCOMES INFORMATION?

Yes. The outcomes data collection and reporting processes are sustainable and have been implemented systematically and seamlessly since Fall 2014. A couple of million documents of evidentiary data in the form of course materials, student work and CQI information is available on a cloud-based environment. ABET evaluators were provided access to this display material using the EvalTools® Remote Evaluator Module. Section VII Sustainability of Course and
Program Level CQI Processes provides a detailed explanation of the sustainability of data collection and reporting processes.


Yes. Table 11 in Section V. Description of Assessment Process and Activity lists the assessment and evaluation activity, timeline and ownership for all the six PDCA quality cycles Q1 to Q6.


Yes. Table 11 in Section V. Description of Assessment Process and Activity lists the frequency of assessment and evaluation activity in all the six PDCA quality cycles Q1 to Q6. The CQI activity is managed by IQMS using EvalTools® which integrates AAS, LMS, OAS and CIMS. CIMS feature provides significant savings in terms of CQI activity documentation, tracking and history. Section IV.D.7 CIMS provides a detailed explanation of its features and capabilities.


Yes. Table 6 in Section IV.D.1 FCAR and PVT provides an elaborate explanation of the performance criteria and heuristic rules which clearly indicate the expected level of attainment for all the SOs. However, any hybrid rubrics implemented by instructors can define additional performance criteria for specific assessments.


Yes. The EvalTools® Executive Summary tab under the program evaluation module provides a summary and detailed reports of results of the evaluation process and an analysis which illustrates the level of attainment of SOs. Section IV.D.4 SOs and PI Evaluations and Section IV.D.5 Learning Domains Evaluations provide in-depth details of the assessment and evaluation diagnostic tools and reports offered by EvalTools®.

H. RESEARCH QUESTION 8: DO THE IQMS IMPLEMENTED AT THE EE, CE AND ME PROGRAMS PROVIDE TOOLS, RESOURCES TO EFFECTIVELY DOCUMENT AND MAINTAIN THE RESULTS OF EVALUATIONS? (ABET, 2019 EAC CRITERIA, SELF-STUDY TEMPLATE, SECTION A.5)

Yes. EvalTools® provides the following program term review evaluation reports in printable word or pdf format:

a) SO executive summary
b) Detailed SO/PI executive summary
c) SO/PI Performance Table PVT summary
d) Course reflections/action items
e) Learning domains evaluation

EvalTools® also provides multi-term SOs executive summary, detailed executive summary and trend analysis reports. The CIMS feature facilitates storage of documentation related to CQI activity under ABET folders in the program committee drive (Refer to Figures G3,G4,G5,G6 and G7, Appendix G CIMS).

I. RESEARCH QUESTION 9: DO THE IQMS IMPLEMENTED AT THE EE, CE AND ME PROGRAMS CLEARLY INDICATE GENERATED CORRECTIVE ACTIONS AND FOLLOW-UP SEQUENCE TO CLOSURE? (ABET, 2019 EAC CRITERIA, SELF-STUDY TEMPLATE, SECTION B)

Yes. The CIMS feature provides tasks lists for both program and administrative committees that show generated action items, history, remarks, status, ownership, time stamps, etc. This feature presents significant savings of manpower and resources, which is otherwise spent in tracking, extraction, and preparation of hard copies in organized formats as display material by manual CQI systems (refer Appendix G: CIMS).

J. RESEARCH QUESTION 10: DO THE IQMS IMPLEMENTED AT THE EE, CE AND ME PROGRAMS PROVIDE A PRACTICAL EXAMPLE TO SUPPORT ENGINEERING PROGRAMS AND ACCREDITATION AGENCIES FOR SEAMLESS IMPLEMENTATION AND REMOTE EVALUATION OF QUALITY STANDARDS IN ENGINEERING EDUCATION USING DIGITAL TECHNOLOGY DURING THE COVID19 PANDEMIC AND BEYOND?

Yes. The EE, CE and ME programs’ successful attainment of ABET accreditation in 2020 for a full six years period up to 2026, with a majority of strengths, and without any deficiency, concern or weakness, is a credible testimony of the practicality and global quality standards of the digital IQMS [11]. The theoretical, conceptual and practical frameworks discussed in this research paper present to engineering programs a perfectly viable methodology and practical digital technology based on OBE models that fully satisfy IEA’s Washington Accord accreditation criteria, graduate attributes and competency profiles [10]. The meta-analyses, sustainability evaluation, and EvalTools® Remote Evaluator Module, presented in this study prove that digital technology based on authentic OBE methodology can indeed be the panacea to the challenges faced by both engineering programs and accreditation agencies to implement IQMS and conduct their credible remote audits in an unchartered digital age during and after the COVID19 global pandemic.
XI. LIMITATIONS

With a majority of positive aspects, one limitation of our system, the allocation of resources to scan paper documents, is currently performed by either the lecturers or teaching assistants. Future research can target the development of state-of-the-art digital systems that automate outcomes assessment development and scoring processes. This technology would integrate with and enhance existing digital systems to significantly reduce the overhead related to the overall time spent by faculty in the outcomes assessment process and scanning work done by lecturers. Specifically, the Faculty of Engineering, QA office intends to pursue ground-breaking automation technology to push the frontiers in outcomes assessment by including optical character recognition features in remote online marking and scoring tools to assess digital versions of hard copies of student exam sheets fed into high-end large scale scanners with barcode reading capability. The bar coding on digital copies of students’ exams would help align with corresponding exam templates that automatically map to the COs, specific PIs, rubrics and SOs. This technology would automate the outcomes mapping, manual score entry, file scan and upload efforts, thereby resulting in enormous savings of manpower and other resources. Additionally, Zoom video conferencing shall be integrated in version 7 of EvalTools @ to roll out early 2021, supporting virtual tours of lab facilities, and faculty/student interviews, thereby significantly enhancing remote audit capabilities. The cutting edge innovations in digital technology can dramatically revolutionize the implementation of OBE quality systems for higher education and accreditation, especially during the COVID19 global pandemic and beyond.

XII. CONCLUSION

According to Eaton (2015), retired president of the CHEA, accreditation is the primary means by which colleges, universities and programs assure quality to students and the public. Accredited status is a signal to students and the public that an institution or program meets at least threshold standards for its faculty, curriculum, student services and libraries [101]. The two top standards of the CHEA’s recognition criteria (Eaton, 2012) are 1) Advance academic quality: accreditors have a clear description of academic quality and clear expectations that the institutions or programs they accredit have processes to determine whether quality standards are being met and 2) Demonstrate accountability: accreditors have standards that call for institutions and programs to provide consistent, reliable information about academic quality and student achievement to foster continuing public confidence and investment. Unanimously, student achievement and accountability pose the biggest challenges to improving the quality of higher education in the world today [38]. In order to meet these challenges, an OBE model for student learning, along with several quality standards in higher education, have been adopted by accreditation agencies and educational institutions globally over the past two decades [10,11,12,13,18,52]. Washington Accord lays down international quality standards based on learning outcomes for engineering accreditation. Graduate attributes, knowledge and problem-solving profiles specify technical and transversal knowledge and skills which students should attain during and after completion of engineering education [67].

Accreditation standards require engineering programs to demonstrate student learning outcomes with established and sustainable CQI processes based on clearly defined performance criteria. ABET’s criterion 4, is regarded by many educators as the most challenging for engineering programs to fulfill. To drive the point home, instead of citing several sources, we quote Fergus (2012), chair of ABET’s Engineering Accreditation Commission, ABET fellow and chairperson of accreditation committee at the Minerals, Metals and Materials Society (TMS), “Establishing, implementing and documenting processes to determine if graduates are meeting expectations and if students are attaining student outcomes is a significant challenge. For a continuous improvement process to be effective, it must be sustainable. Collecting assessment data at a rate that cannot be maintained and in amounts that cannot be properly evaluated is counterproductive. Data should be collected continuously at rates that do not detract from educating students and in amounts that can be evaluated to provide useful information on the effectiveness of the program. If data is being collected that is not providing useful information, then the process should be modified to obtain useful data—improvement of the process is part of continuous quality improvement.” [39] Two essential points arise from this statement as confirmed through findings of this research and more than a decade of intensive consultation and accreditation experiences of the authors. Firstly, continuous improvement based on outcomes assessment is, by far, the most challenging aspect of accreditation. Secondly, both accreditation agencies and programs have to decide on how to proceed when precarious balancing the need for data quality and the type and amount of data, sampling models, frequency and methods of collection. According to OBE, assessment and quality experts referred to in the introduction to this paper, the two aspects related to data are interchangeable. Sufficient amounts of relevant and valid data have to be sampled appropriately, collected using precision methods and evaluated accurately. Without collecting data in all courses and for multiple assessments in various phases of course and curriculum delivery, programs can never attain real-time CQI, since they do not have sufficient data to be able to indicate failures for timely remedial action. Any CQI model which does not solve problems at hand, but relies on a deferent plan, does not fulfill the requirements of CQI at all. Such a CQI model does not address the urgent learning needs of enrolled cohorts but is rather based on a program centered model. Another major challenge for accreditation agencies is to substantiate the claims of “OBE”, if all student outcomes data is not included. Washington Accord and ABET have announced student-centered education systems employing Bloom’s Mastery Learning Model [100] and Taxonomy [27], but they do not seem to fulfill the gold standard of OBE viz. to establish educational systems, in which “all students can learn and succeed”. Students cannot learn and succeed, especially if, they cannot access basic information relating to their attainment of outcomes, which is an essential requirement for gauging student achievement and establishing accountability for engineering programs. Obviously, and as per the literature cited in the introductory sections of this research, most accredited programs using manual CQI systems and processes do not assess all students due to the massive amounts of students and personnel involved in the data collection and analysis.
of data involved and the huge costs in terms of time and other resources needed for data collection and reporting.

The literature review of this research highlighted several issues with manual CQI systems and also cited references to digital solutions adopted by several programs. ABET has also been show-casing digital solutions in their symposia for almost a decade. But, probably due to commercial and practical reasons, there has not been a mandate for digital platforms since thousands of programs in the US and across the globe are still using manual CQI systems. Additionally, the looming international crisis due to the COVID19 global pandemic, which seems like it will be a prolonged affair, with severely limited regional and international movement and travel, has resulted in drastic changes to the format of education delivery globally. The COVID19 global pandemic conditions, by force majeure, have also affected the normal protocol for onsite accreditation visits. Many accreditation bodies, including ABET, have either deferred or announced virtual audits for upcoming accreditation cycles. The limitations of manual CQI systems coupled with the global crisis conditions caused by the COVID19 pandemic have forced both accreditation agencies and engineering programs to rethink about the role of digital solutions as a panacea for remote and virtual audits. The key question is whether digital solutions would be the necessary or preferred choice for engineering programs pursuing renewal or initial accreditation. Obviously, the answer to this question would unfold in the coming years based upon the spontaneity of engineering programs in collectively responding to accreditation requirements with digital solutions.

Unfortunately, the global COVID19 pandemic does not absolve programs from accountability to the students and the public for meeting required standards of engineering education. Virtual accreditation audits will need to place a greater focus on the quality of digital CQI display data so that programs can establish credibility and meet accreditation requirements. Contrary to some uninformed opinions, there are no simplistic quantitative metrics that can be recommended to accreditation agencies and programs for verifying the accuracy and credibility of rigorous program evaluations. In fact, engineering programs may also ingeniously review some aspects of the assessment methodology and technology presented in this research and creatively produce enhanced authentic OBE assessment models or digital tools. As suggested by Onwuegbuzie and Hitchcock (2017), credibility and rigor of evaluation rest on many aspects such as using mixed methods for analyses, accurate theoretical and conceptual frameworks, appropriate context for evaluations, constructs of interest, well defined causal links, meta-analyses of processes and products, and quality of outcomes data [53]. The evaluation results and K tables reported in this study thoroughly examine all these aspects using 8 phases of a comprehensive meta-framework and provide detailed guidelines for a multi-dimensional mixed methods approach to achieve credible MMTBIEs. Essential elements that ensure the quality of CQI data such as sampling schemes, data and theoretical saturation for qualitative analyses, statistical power of quantitative data, generalizability and transferability, sustainability, data collection and reporting methods etc. have been adequately discussed in this research. We also show how embedded assessment methodology using the FCAR and PVT with specific PIs and hybrid rubrics presents significant savings to instructors and helps ensure outcomes data is valid, reliable and tightly aligned to learning activities. The documentation and reporting features of EvalTools® could help programs actively facilitate social distancing norms since both faculty and students can interact remotely and exchange digital versions of necessary educational information such as outcomes results, advising notes, syllabi, lessons, online assessments, assignments, gradebook results etc. The most arduous task of maintaining a trail of CQI history, all the way up to closed corrective actions, is transformed into a seamless and totally manageable digital affair with the help of the CIMS Module. The Remote Evaluator Module provides accreditation auditors with an all-in-one remote display dashboard with tabs to conveniently access a wealth of evidential information such as course portfolios, curriculum maps; performance criteria and heuristics rules; course and program evaluations results; PEOs, SOs, PIs and rubrics databases; single term and multi-term SOs, executive summary reports; SOs based objective evidence; complete CQI history including detailed committee activity; and advising records [91]. The discussions on the limitations of current digital technology and proposed solutions present an exciting new frontier of research dealing with the automation of development of outcomes based assessments and their remote marking capabilities. Detailed theoretical and practical frameworks presented in this research provide comprehensive information for the implementation of IQMS. The results of evaluation and discussions provide valuable insights on conducting credible program interventions by showing how various phases of a novel meta-framework help to qualify comprehensive digital CQI systems. In conclusion, the findings of this study offer both accreditation agencies and engineering programs significant exposure to the overwhelming benefits of an outcome-based digital IQMS for seamless management of automated data collection and reporting to enable credible remote accreditation audits during the COVID19 global pandemic and beyond.
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