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Abstract

Programmatic assessment for learning is a fundamentally different approach to assessment than the more traditional methods. Yet, it is a logical next step given the history of assessment. In this narrative and subjective review we describe our view on the historical developments in assessment and how they have logically led to the development of programmatic assessment for learning.

The early stages of assessment focussed on measurement of competence with an aim to develop the single best method for each aspect of competence. With the development of competencies the notion of integration and more meaningful assessment emerged but still reductionist issues remained. Programmatic assessment for learning currently seeks to assess students more holistically and meaningfully with rigorous attention to trustworthiness and credibility of the whole assessment process. As such, it may be a revolutionary development but it strongly builds on previous research and insights in the field.
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1. Introduction

Let us warn you; this is not a systematic nor a thematic review, and perhaps you would not even call it a 'scientific' review. This paper describes the way we have seen and interpreted the developments in the field of assessment of medical competence over the past 50 years. It is our way of understanding where we are today with programmatic assessment for learning. Moreover, it is not even a paper that describes every part of the development of assessment of medical competence that has taken place, but merely our selection of what we have seen as the most important aspects. We therefore, do not seek to describe a unique historical truth to increase your knowledge, but to share with you our meaning making to further your understanding.

With respect to the history around assessment of medical competence we distinguish three phases of development and research: assessment as testing, the introduction of competencies and assessment as a programme for learning.

2. Assessment as testing

2.1. Conceptual framework

Clearly, the late 1960s and 1970s have been an important phase in the development of assessment of medical competence. Where before, unstructured oral examinations, long essays and bedside assessments took a significant place in many assessment programmes, a desire emerged to add more structure and standardisation to assessment. In order to achieve this, assessment developers mimicked the approaches from test psychology. Central at that time in test psychology was the notion of stable and generic personality traits. Traits such as 'extraversion', or 'intelligence' were seen as part of a person's personality and to be important factors in determining people's behaviour. In psychology many tests were developed to measure these personality traits and to compare individual test scores to population scores. Probably the most well-known personality test are the Minnesota Multiphasic Personality Inventory or MMPI for character traits and the Wechsler Adult Intelligence Scale or WAIS for intelligence. Given the success of this approach in psychology at that time, a similar approach was adopted to the assessment of medical competence with defining competence as a combination of stable and generic traits. The most popular set of traits was a distinction in 'knowledge', 'skills', 'problem-solving ability' and 'attitudes'. The underlying assumptions for this model were the same as in test psychology, namely that each of these could be assessed or measured individually and generically, and that each of these would be relatively stable aspects. For example, it was believed that one could measure 'problem-solving ability' independently of 'knowledge' and that somebody who was a good problem solver would be able to apply that skill in any given situation. In other words, it was assumed 'problem solving ability' would be a stable and reproducible characteristic of a student.

2.2. Implications for assessment development

This way of thinking had some important implications for the way assessment development was approached.

The first and probably most important implication was the attempt to capture competence almost entirely by numerical outcomes; to view it as a psychometric measurement problem.\(^1\) Logically then, the two main supporting factors for the quality of assessment were reliability and construct validity.\(^2\) Typically, reliability was conceptually defined as test-retest reliability, i.e. would the outcomes on a given test be reproducible if the same group of students were given a similar but different – a so-called parallel - test? Construct validity related to the extent to which the test actually measured the psychological trait it was meant to measure,\(^2\) after all personality traits cannot be observed directly and have to be inferred from the observations in assessment. These two approaches in themselves seem to be logical and coherent arguments; it is logical to assume that a test outcome should be reproducible and not depending
on the specific test occasion and plausible to require test developers to demonstrate that there test actually measures the trait.

However, even then there was some debate with respect to validity notably between Cronbach and Ebel. Ebel argued that tests in education differ substantially from psychological tests in that they have to consist of items or assignments which are intrinsically meaningful and therefore validity would have to be built into the test by careful blue printing, item construction and other quality control measures. In other words, assessment measures more than invisible or latent traits, and observable behaviours could be valid in themselves. Cronbach on the other hand, argued that validity could only be established based on the way the test scores ‘behaved’, i.e. whether test scores would form patterns which could be expected based on the theoretical assumptions around the trait. As a simple example, if a test is designed to measure clinical problem-solving expertise, one would expect the mean score of a group of experienced clinicians to be higher than the mean score of a group of final year medical students, regardless of the content of each specific item. But in its full extent construct validation meant that a series of theories about the nature of the trait had to be formulated and empirically tested (cf. ). These two adjacent views on validity have coexisted until the late 1990s and early 2000s when more integrative and nuanced validity theories were developed.6,7

As a flow-on effect of this thinking many of the developments in assessment focused on finding the single-best method for each trait, and it is fair to say that the literature of that period is filled with studies trying to demonstrate the superiority of one assessment method over another. Most well-known examples of such studies are the ones comparing open-ended with multiple-choice questions for the assessment of clinical reasoning and clinical decision-making8,9 and of course the development and huge popularity of OSCE as the best instrument to measure skills.10

A further implication was that assessment had to be objective. As psychological personality inventories were paper and pencil, multiple-choice type tests that were seen to replace the unstructured and subjective human judgement of the psychologist, it was logical that assessment development would follow the same pathway. So, structuring and standardisation were seen as important ways to increase reliability of the assessment.

A final important assumption pertained to the purpose of assessment. As psychological tests were typically used to tell people apart, for example to distinguish between normal and abnormal personality traits, it was only logical that educational tests were designed to optimally tell competent students apart from incompetent students. Reflections of this thinking still exist in popular test psychometrics with parameters such as a Discrimination Index (DI), point biserial or item-total correlation (Rit). In an educational context, assessment developers, therefore, sought to develop assessment systems that would constantly select and allow the competent students to progress while withholding the incompetent students. These incompetent or not-yet-competent students would have to either retake the exam or retake part of the study. This was common practice under the assumption that this approach would automatically lead to graduating only highly competent students.

2.3. Limitations

Although this seemed a logical and coherent approach to assessment, dissatisfaction with this approach rose eventually. Probably the best way to explain this discontent is an analogy with healthcare; like most doctors are taught never to treat a patient on lab values only (so without history, physical examination, pathology reports, imaging, et cetera) educators increasingly felt that merely having numerical results from structured and standardised testing was not sufficient to determine a student’s competence.

This was supported by what is perhaps the most important finding in the literature: traits could not be assessed or measured independently of each other. Especially the ability to solve problems was found to be highly dependent on having a well organised knowledge base.11–13 Another important finding showed that performance did not generalise well across content and much better across assessment format.9,14 For example, if similar content was asked it did not really matter whether open-ended questions on multiple-choice questions were used, as correlations between both test formats were extremely high (cf. for an overview15). This was even demonstrated for a written test on clinical skills and an actual OSCE.16

A final important realisation was that objectivity is not the same as reliability.17 Reliability, or generalisability, is mainly a function of sampling and even the most subjective tests can become reliable when the sample is big enough. Actually, objectivity in assessment does not really seem to exist; assessment is always a combination of collecting information and judging that information, whether it be for the content of the test, the specific wordings of the items or the determination of the pass fail score, human judgement always plays a role.
3. The introduction of competencies

3.1. Conceptual framework

In the 1990s conceptual thinking about the nature of competence and the way it should be assessed changed dramatically. A good illustration of this change of thinking is illustrated by a position paper by Boud published in 1990 in which he argues that the academic values we, as educational institutes, consider essential, are actually not promoted by the way we assess competence, or that they are even discouraged. He argued that values such as independence, thoughtfulness and critical thinking and the ways academics handle their own contributions to knowledge are at odds with the then current practice of testing/assessment. This is not to say that the notion that assessment drives learning was unknown until then; in his review Frederiksen already described the different ways of how testing can be used to drive student learning. However, the influence of summative testing on student learning was strongly rooted in a behaviourist-stick and carrot-framework and had very little to do with the students’ own meaning making – the constructivist drivers of assessment.

In order to be able to use assessment more meaningfully, the definition of competence had to become more meaningful and more directly practice relevant. This led to movement away from defining competence as a set of independently measurable traits to a combination of competency domains or competencies. The most well-known definitions are the CanMedS and the ACGME competency frameworks. The precise definitions in the literature about what competence is, differ from source to source but they all tend to converge on the notion that a competency is the ability to successfully manage a professional problematic situation using just-in-time knowledge and its application, in conjunction with appropriate skills, attitudes and metacognitive abilities.

3.2. Implications for assessment development

This change of thinking had a huge impact on the approaches to assessment design. Where formerly the focus had been on trying to find the optimal test for each trait, now the realisation grew that every assessment method has its unique strength and weaknesses, or as an analogy to healthcare its indications, side-effects and contraindications. Van der Vleuten published an opinion paper mid-1990s on this. He suggested evaluating the utility of each assessment method by judging the contributions of various aspects of the method, and proposed using ‘reliability’, ‘validity’, ‘educational impact’, ‘cost effectiveness’ and ‘acceptability’. He argued that no single assessment method could be perfect in all five aspects and therefore a trade-off would have to be made specific to the purpose of the assessment context. National licensing bodies with a remit of selection would therefore have to make different choices than medical schools with a remit of education. Especially in the latter context, the educational impact became a factor of more importance. So, understanding how assessment would drive learning in a much broader view then the mere behaviourist ‘stick and carrot’ became important.

With a rapid expansion of the assessment ‘toolkit’ it became necessary to have a fresh look at how the credibility and trustworthiness of assessment results could be supported other than merely through reproducibility and construct validity. In the testing era, psychometric theories were sufficient to argue for the trustworthiness of assessment outcomes, but with the advent of more qualitative or narrative assessment methods and portfolios this was no longer the case. A good illustration for this change of thinking is a paper by Delandshere and Petrosky in which they make explicit and critically question all the assumptions that have to be met in order for an examiner to reduce the rich information from an examination to a score. This is translation from what an examiner observes and their conclusion is extremely important. The reason for this is that in modern validity theory the inference from observation to ‘score’ is the starting point for any validity argumentation and without being extremely explicit and thoughtful about the assumptions that go into this process validity cannot exist. Also, the assumptions underlying traditional reliability as the sole support for generalisability of assessment results were questioned in an opinion paper by Schuwirth and Van der Vleuten. More specifically they questioned the need to use the concept of a relatively stable trait, and the ensuing requirement of test retest reproducibility. They argued that not all aspects of competence needed to be stable, or in fact that in a successful educational context change of competence is a much more likely phenomenon than stability. They suggested to the medical education community that alternative methods to establish generalisability of test results – actually the second inference from Kane's validity theory – should be developed, for example saturation of information or ‘seeing the whole picture’. This thinking culminated further in the work on portfolios in which of course huge panels of judges per
portfolio were neither feasible nor desirable. Driessen at al. then suggested to incorporate lessons learned from qualitative research methodology in the models to support the trustworthiness of assessment results.30

3.3. Limitations

Despite these important steps there were still questions as to how to use a competency framework to design a comprehensive assessment programme. The notion of the stable and independent traits and the need for reductionist approaches still underpinned the thinking around competencies. Discussions for example, as to whether separate competencies should be measured separately and to what extent compensation between competencies would be allowable were and are still firmly rooted in the notion of separate traits. From a modern viewpoint it seems defensible to claim that a student can only graduate if they are able to demonstrate sufficient achievement in all necessary competency domains, but this ‘conjunctive’ perspective does not sit well with the psychometric notion of reliability which argues that compensatory models generally produce better reliabilities than conjunctive ones.

The second dilemma emerged between the holistic and integrative nature of competencies per se and the need to make them more tangible and therefore reductionist for assessment. It was clear from the beginning that assessing at the level of 6 or 8 large competency domains would not work but subdividing them into hundreds of little sub-sub-competencies would also defeat the purpose. This of course, led to the question asking how much reductionism is enough. A useful contribution to this whole debate was made by the introduction of entrustable professional activities.31 This redefinition of aspects of competencies had the huge advantage of being in a jargon that the average medical teacher or clinician is more familiar with than the psychological/educational jargon of the previous years. For example, in workplace-based assessment a simple change of jargon into a more familiar one was shown to lead to better psychometric qualities.32 Still however, even with entrustable professional activities the question remained as to how many is enough to capture competence as a whole.

4. Assessment as a programme

4.1. Conceptual framework

In the mid-2000s the realisation emerged that comprehensive and holistic assessment of a complex phenomenon such as competence can only be done at the level of a complete assessment programme.33,34 This was a fundamental change. Up until now competence was deconstructed into separate assessable chunks and the million dollar question was how to reconstitute these chunks most meaningfully back into ‘competence’ again. Programmatic assessment does not seek to deconstruct but to keep competence integrated and using the competencies as lenses on competence rather than as separate traits. The underlying question in programmatic assessment was therefore how to build a meaningful holistic narrative or conclusion about students’ competence rather than merely a set of individual chunks. As an illustration, formerly assessment focused on the pixels and then had to reconstruct the picture, programmatic assessment keeps the whole picture and homes in on those pixels that require further attention. So, where previously the focus had been on the development of individual assessment instruments, now the value of individual instruments is perceived as extent to which they contribute as data points to the whole programme.

This is a fundamentally different view on assessment as it allows, or better requires, assessment information to be combined across assessment methods35 rather than solely within methods. Previously for example, student performance on an OSCE station on neurological examination would be combined – and compensated – with the other stations, e.g. a station on shoulder examination. The implicit thought behind this was still firmly rooted in the idea that a given method would measure a certain trait, and that the individual items in an assessment could be treated as intrinsically meaningless as long as they contributed to the validity of the total score.2,4 As we explained above, this is a construct validity thinking stemming from the 1960s. In programmatic assessment information about a student's competence is combined, triangulated and evaluated across assessment instruments in an attempt to draw content-based meaningful conclusions.36 In programmatic assessment, the contention would be that poor performance on a shoulder examination would have to be triangulated with the performance on, for example, the shoulder anatomy part of a larger multiple-choice test and perhaps feedback on shoulder examination in the context of a mini CEX.

This may seem counterintuitive at first, because assessment practice has been different for such a long time, but is actually well supported by the literature which repeatedly demonstrates that assessment results generalise much better across assessment formats with similar content than across content when the format is similar.15,16 So, combining assessment results across
methods to achieve meaningful conclusions is actually more in line with the research outcomes. In addition, such a collation of information aligns more intuitively with the way clinicians collate information about their patients. For a clinician compensating the history finding ‘no abdominal pain’ with ‘considerable neck ache’ into ‘average pain’ simply would not make sense but combining ‘neck pain’ with ‘fever’ and ‘high White Blood Cell Count in the cerebrospinal fluid’ into possible meningitis does make sense. Finally, this approach aligns better with modern views on validity as well in which validity is not merely numerically and experimentally derived but seen as a series of convincing narratives – which may contain numbers and experimental outcomes – building the argument for validity.

Not only does programmatic assessment strive to allow the assessor to draw more meaningful conclusions, it also would enable the provision of more meaningful feedback to the learner. But, in order to be able to draw meaningful conclusions from various assessment instruments, and thus various qualities of information, expert judgement is needed.

The realisation that an assessment programme requires examiners with assessment literacy has had considerable impact on our thinking about ensuring quality of these narrative conclusions. Still a need for standard psychometrics for the ‘testy’ part of the assessment programme remained but it had to be complemented with qualitative methodology approaches and organisational procedures and check and balances, such as clear procedures, transparency and audit trails. Programmatic assessment added the realisation of the need for expert judgement in the assessment process.

4.2. Implications for assessment development

This conceptual change enabled a stronger support for the design of assessment programmes for learning. ‘Assessment for learning’ is not to be confused with formative assessment as it is distinctly different. In formative assessment the focus is on feedback to the student without any stakes. So there is a reliance on the student being able and willing to translate the feedback into successful learning activities. If the student is not able or willing to use the feedback there are no consequences and it its effectiveness is therefore quite unpredictable. In assessment for learning on the other hand, the onus is put on the student to collect, collate and analyse information about their own competence and translate this into doable and effective learning goals and make them happen. So, in programmatic assessment for learning all assessments, be it formal tests, workplace-based assessments or any informal feedback, are informative and have to be meaningfully and convincingly analysed, triangulated and described by the student with help of a coach or mentor and translated into learning goals. The quality of the learning goals, the plans to enact them and the demonstration of achieving them is the summative aspect of the assessment programme. For this, the student has to learn how to analyse the information and extract effective learning goals, as this does not come naturally to all students. Typically, assessment for learning programmes have coaches or mentors who guide students through this process using a dossier or portfolio in which to collect and collate all assessment information.

4.3. Where are we now?

While assessment in the early phases of testing was purely seen as a measurement problem, and even in the era of competencies the quality of assessment tools was seen as intrinsic to the tool, in programmatic assessment the value of the assessment instrument is viewed as the interaction between the instrument and the user. Perhaps a mundane example to illustrate this would be a normal toolkit. In the testing era, thinking about assessment was focused on demonstrating that a hammer is a better tool than a screwdriver. In the competencies phase, the purposes and downsides of hammers and screwdrivers were studied to illustrate their utility. In the programmatic assessment era, finally, the value of assessment is seen as the combination of the quality of the hammer (the affordance of the tool) and expertise of the carpenter (the effectivities of the user). So, assessment has changed from being a purely measurement problem to becoming an educational design problem to becoming a staff expertise development problem.

It is logical that current research focuses on the ‘validity’ of the user and their way of interacting with the assessment instrument rather than purely the validity of the instrument. Current research focuses for example on the development of examiner expertise analogous to research into clinical diagnostic expertise. Also, studies seek to gain a better understanding of the narratives that students and their examiners use in their judgements and the way the organisational culture plays a role in this. Finally, research seeks to understand how different stakeholders add valuable perspectives and how summative and formative functions of assessment can and should be combined in different organisational cultures.
A final and more philosophical change in thinking that is currently happening is a move from a purely logical positivist epistemology – competence is an existing phenomenon which is clearly definable and measurable – to including a constructivist view as well – competence is a phenomenon that exists through observation in the here and now and which changes over time. In the light of this change of views it is even more logical that the focus of research has moved away from a purely measurement perspective to a human judgement and narratives perspective.

5. Epilogue

Although there are some examples of existing programmatic assessment for learning curricula, evidence as to whether it leads to the types of graduates still has to be collected. However, for us the development of programmatic assessment for learning and emerging research are logical developments firmly rooted in the changes of thinking and developments of the past decades.
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